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A large fraction of the United States population lives in metropolitan areas, with an even

greater share of economic activity taking place in these urban areas. The economic ben-

efits of urbanization are well-documented: improved economic mobility and opportunity,

agglomeration and productivity gains, environmental benefits from density, and cultural

and educational amenities. Not surprisingly, urbanization also comes with substantial costs.

One of the most significant of these is the cost associated with work-related travel within

metropolitan areas. In 2011, the average one-way commute in the U.S. was 25.5 minutes

for all workers and 44.8 minutes for those workers commuting between states. Over eight

percent of workers have one-way commutes of over one hour. The United States is not unique

in this respect – average commute times are longer in South Korea, Japan, Latvia, and Mex-

ico. In most European countries, commutes exceed twenty minutes in length as well. With

the value of time (VOT) associated with commuting estimated to be in the range of $20.00

to $40.00 an hour (Brownstone and Small 2005), commuting entails substantial costs. The

Texas A&M Transportation Institute estimates that the cost of externalities from highway

congestion is $818 per commuter. Congestion adds 5.5 billion hours to commute times and

2.9 billion gallons in gasoline purchases.1

Can governments affect commute times and patterns? Glaeser and Kahn (2004) argue

that government policies, including “bad” urban planning, play a limited role in generating

urban sprawl. However, Baum-Snow (2007) and Baum-Snow (2010) find evidence that the

development of the interstate highway system increased suburban populations at the expense

of populations in central cities. Additionally, these studies show employment has become

more decentralized as well, meaning that fewer suburban residents commute to the central

city. In addition to these studies examining infrastructure, a small theoretical literature

examines the impact of tax policies on the spatial structures of cities (metropolitan areas).

Wildasin (1985), Brueckner and Kim (2003), and Voith and Gyourko (2002) show that

increases in marginal income tax rates (which change the opportunity cost of time), property

tax rates, and the mortgage interest deduction might lead to an expansion of the city.2

While these studies show how tax policies can change the spatial structure of a city, they

assume uniform tax policies within the metropolitan area, ignoring the preponderance of

heterogeneity across local and state tax policies within metropolitan areas.

Our interest is not in the impact of uniform government policies on sprawl and commuting

costs, but rather, on the effect of policy discontinuities resulting from multiple jurisdictions

1The sources of these estimates are McKenzie (2013), OECD (2014), and Schrank, Eisele and Lomaz
(2012).

2Distortions to city sizes and shapes also result from the transportation network (Anas and Moses 1979).
Tax competition may also affect the equilibrium commuting flow (Gerritse 2013) and house prices (de Bar-
tolome and Ross 2003).
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and multiple levels of government within metropolitan areas. Metropolitan areas in the

United States are composed of multiple municipalities, counties, and school districts, and, for

some of the largest MSAs, multiple states. Each of these multiple jurisdictions may provide

distinct levels of public services that allow residents to sort into communities matching their

preferences (Tiebout 1956), but policy differences or discontinues may result in sorting that

leads to spatial mismatch of jobs and increased commuting costs. We focus on metropolitan

areas that cross state borders and have different state income tax policies. Because 75 million

people in the United States reside and work in multiple-state MSAs, understanding of the

effect of policy discontinuities arising in these areas is important in its own right.

Using a novel model of an MSA split by a state border, we study the impact of state

income tax differences on the city’s shape and the location of employment and households.

Critical to our predictions is whether states have reciprocity agreements: when taxes are

based on the state of residence of the household, states are said to have reciprocity agree-

ments; when taxes are paid based on the state of employment, no reciprocity agreements

exist. We show that in multi-state MSAs with reciprocity agreements, the side of the MSA

in the state with the higher average tax rate will be smaller in area and population, while

the side in the state with the lower average tax rate will encompass a larger area and will

have fewer people, ceteris paribus. Low-tax states will have more interstate commutes and,

under reasonable assumptions, longer commutes. Intuitively, when taxes are based on res-

idence, households relocate within the urban area.3 In MSAs where states do not have

reciprocity agreements, tax differentials will not lead to differences in area or population,

but employment will be lower on the high-tax side of the border; interstate commutes from

the low-tax to high-tax state will be greater in number, and commute times will be longer.

Intuitively, when taxes are based on the location of employment, businesses relocate. These

distortions to commutes resulting from movements of households and businesses are ineffi-

cient. By introducing a border into a model of an MSA, our model will also be applicable to

studying other policy discontinuities (educational, labor regulations, spending, etc.) across

jurisdictions within the MSA.

We test these theoretical predictions empirically using household level Census data and

tax rates generated using TAXSIM. Our empirical contribution is to identify the effect of

taxes on commuting by exploiting the discontinuous change in the tax system at geographic

borders along with the different effects in reciprocity and no reciprocity states.4 For a sample

of households living in urban areas that cross state borders, we calculate marginal and average

3Migration across state borders is the subject of Young and Varner (2011).
4Exploiting discontinuous changes (or notches) in the tax system to achieve causal identification is a

recent topic within public economics. Exploiting policy differentials at borders was pioneered by Holmes
(1998).
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tax rates in the state of residence for these households and we construct the counter-factual

tax rate that the households would have faced had they lived in the other state in the MSA,

all else equal. The identification strategy exploits the fact that both sides of the MSA

share a common labor market, which allows us to determine the counter-factual tax rate.

As our theory suggests, we find smaller effects in MSAs with no reciprocity agreements,

but find economically large and statistically significant effects in MSAs with agreements.

Among low-income households, the response to tax differentials is relatively small, but the

the effect on commute times increases substantially with income, a finding that is consistent

with these households having larger absolute tax differentials. For households earning more

than $500,000, a one percentage point change in the tax differential between the states in

the MSA can affect commute times by up to 2 minutes per trip which is 8 percent of the

average commute. At $30 an hour, the monetary value of this change in commute times is

$540 per year; using an hourly wage more appropriate for these households yields estimates

over $2000 a year, which is approximately 40% of the tax payment. While our results

suggest that differences in income taxes have little effect on commute times for renters, we

find that statistically and economically significant effects for homeowners across the income

distribution.

To summarize the point of our paper, cities are decentralized and composed of multiple

jurisdictions; this aspect is not addressed by models of the monocentric city.5 Our paper

provides a framework for studying the effects of decentralization and jurisdictional borders

within cities. This decentralization sometimes results in an inefficient spatial structure of the

MSA. To better understand the dynamics of these cities, we introduce geographic borders

that allow for policies, regulations, and spending to vary not only across cities, but within

cities.

1 Theory: Multi-State Urban Areas
We begin by considering a model of a closed metropolitan area (MSA) or city that is located

in two states (i = 1, 2). The MSA has a fixed population of N identical individuals, with

N i individuals residing in each state. We assume a linear city with one unit of land at each

location with the terminus (boundary) of state i denoted by riT .6 Each individual provides a

single unit of labor. Employment is found in the Central Business District (CBD) of each of

the two states. The boundaries of the CBDs are fixed, and in fact, the CBD is a mass point.

But, the allocation of employment between the two states is endogenously determined and

5For issues on decentralization, see Calabrese, Epple and Romano (2012) and Calabrese, Cassidy and
Epple (2002).

6The monocentric city model originates with Alonso (1964), Muth (1969), and Mills (1972).
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how much of it is in each state depends on the states’ tax policies.7 We let r denote the

distance an individual lives from the edge of the CBD in that state. Individuals commute to

work at a cost of c per unit of distance. Then, for an individual living at r and commuting

to the CBD in the state of her residence, total commuting costs are cr. If the individual

commutes to the CBD of the other state, there is an additional cost of S associated with an

interstate commute making the total cost of the commute equal to cr+ S.8 Individuals face

no costs associated with moving from one state to the other in the MSA.

Production in state i is given by the function fi(Ei), i = 1, 2, where Ei is the employment

in state i. We assume that f ′i > 0, and fi” < 0, i = 1, 2 that is, production in each state

exhibits positive but diminishing marginal product. The marginal product of labor depends

on the employment in the state and decreases as employment increases in that state’s part

of the CBD. This can be thought of as a reduction in productivity due to congestion and

negative spillovers.9

Individual utility is defined over the private good (x) and land (l) by the quasilinear

utility function U = x+m(l), m′ > 0, m” < 0. Then, the indirect utility function is simply

V i (T i, r) = wj − cr − T i − pi (r) l (pi (r)) + m (l(pi (r)) where pi (r) is the price of land at

distance r, wj is the wage rate where j is the state of employment, and the price of x is

normalized to one. For an individual residing in state i at distance r the demand for land

is given by l (pi(r)). T k is a lump-sum tax assessed to each individual where k is the state

of residence when there are reciprocity agreements and k is the state of employment when

there are no reciprocity agreements.10 At the termini land rent is equal to p∗, the rent on

the alternative use (agriculture). As we have normalized land at any distance r to be one

unit, the population at distance r in state i is simply N i (r) = 1
li(r)

.

1.1 Equilibrium Conditions

7We can allow the CBD to take on an exogenous amount of area in each state and the results remain
unchanged. This simply changes the bounds of integration in the formulas, so we think of the mass point
CBD as a normalization. In addition, we can make the boundaries of the CBD endogenous. Under similar
assumptions on the parameters, the results maintain their spirit.

8For a given r, an interstate commute is always more costly than a commute to the state of residence.
Thus, S captures the additional distance to travel to the other state’s CBD or may be thought of as the cost
of crossing a river.

9Of course, this is not to disregard the possibility of agglomeration economies. However, as this model is
closed with a fixed level of employment, those agglomerations are likely to be at the MSA rather than the
state level and, therefore, are not captured in our analysis.

10Note that we have not specified any use for the tax revenue. We assume that it either leaves the MSA,
that is, it is not received by residents in the MSA nor is it used to provide services to MSA residents.
Alternatively, the revenues could be distributed equally to residents of the MSA. We discuss the implications
of having the tax revenue used to finance a public service in section 1.5. An advantage of the quasi-linear
utility function is that the demand for land is independent of income.
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We describe the equilibrium conditions for a city in which individuals live and work in both

states. While we assume all residents of state 1 work in state 1, without loss of generality, we

also assume that residents of state 2 living between the central business district (r = 0) until

point r̃2 > 0 have interstate commutes. The geography of the model is depicted in Figure 1.

In the figure, we depict the termini and the boundary for interstate commutes (r1
T , r

2
T , r̃

2)

along with the bid-rent curves.11 As individuals are mobile both within and between the

two states, all individuals receive the same utility regardless of where they live or work.

Equal utility within a state implicitly defines the bid-rent gradient as well as the population

distribution in the state.12 It also follows that the residents living at the terminus in either

state should obtain the same utility or

V
(
w1 − cr1

T − T 1, p∗
)

= V
(
w2 − cr2

T − T 2, p∗
)
. (1)

When states have reciprocity agreements meaning that taxes depend on the location of the

household’s residence, not their employment, an additional equilibrium condition is

V
(
w2 − cr̃2 − T 2, p2

(
r̃2
))

= V
(
w1 − cr̃2 − S − T 2, p2

(
r̃2
))
. (2)

In the absence of a reciprocity agreement between the states (no reciprocity), taxes are

determined by location of employment and it must be the case that

V
(
w2 − cr̃2 − T 2, p2

(
r̃2
))

= V
(
w1 − cr̃2 − S − T 1, p2

(
r̃2
))

(3)

Condition (2) and condition (3) state that individuals living in state 2 at the border between

those who work in state 1 and those who work in state 2 are indifferent between the two

options. The equilibrium also requires that the sum of the population in the two states

equals the total population of the MSA. In a market equilibrium, the wage in each state

must equal the marginal product of labor there given the level of employment:

f ′1 (E1) = w1 and f ′2 (E2) = w2, (4)

11Of course, in equilibrium all individuals are indifferent between any location in the MSA as they have
identical utility functions and costless mobility. Then while someone living in state 2 and working in state
1 need not live closer to the CBD than someone living in state 2 and working there, assigning them the
location nearest the CBD in state 2 allows for clearer statements about the impacts of tax policies on
interstate commutes.

12From the condition of equal utility within a state, V
(
wi − criT − T i, p∗

)
= V

(
wi − criT − T i, pi (r)

)
, r <

riT , we obtain dpi(r)
dr = − c

l(pi(r)) and dpi(r)
driT

= c
l(pi(r)) .
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where employment in state 1 is E1 =
´ r1T

0
N1 (r) dr+

´ r̃2
0
N2 (r) dr and E2 =

´ r2
r̃2
N2 (r) dr in

state 2.

1.2 Comparative Statics: An Increase in T 1

Our interest is in how a change in the tax rate in one of the two states in the MSA affects

the distribution of population and employment among the two states, wages, the size of the

MSA in each state, and commuting times. The size of the state (riT , i = 1, 2) determines

the rents throughout the state
(

dpi(r)

driT
= c

l(pi(r))

)
and the state population as well. Intuitively,

an increase in the terminus of the MSA in the state will increase the rent at any location

within the state. How the change in the tax rate rate affects the size of the MSA within the

state determines the impact of the tax change on rents and, therefore, the population in the

state.

Differentiating (1) with respect to T 1 will yield the changes in both the termini and wage

rates due to the tax change, while differentiation of (2) and (3) will yield the change in

wages, enabling us to separately identify the effects on wages from those on the termini. Dif-

ferentiating the labor market equilibrium conditions (4) establishes the relationship between

changes in wages and employment in the two states that occur as a result of the increase in

taxes in state 1.

1.2.1 An Increase in T 1 with Reciprocity

In the Appendix, we solve for dw1

dT 1 ,
dw2

dT 1 ,
dr1T
dT 1 ,

dr2T
dT 1 , and dr̃2

dT 1 . In the case of reciprocity, the tax

differential is not capitalized into wages:

dw1

dT 1
=
dw2

dT 1
= 0, (5)

but is fully capitalized into land prices,

dr1
T

dT 1
= −1

c

dN2

dr2T

D
< 0, and

dr2
T

dT 1
=

1

c

dN1

dr1T

D
> 0, (6)

and interstate commuting increases as well,

dr̃2

dT 1
=

1

c

 dN1

dr1T
dNr̃2

dr̃2

 dN2

dr2T

D

 > 0. (7)

where D =
[
dN1

dr1T
+ dN2

dr2T

]
> 0 and Nr̃2 is the total number of interstate commuters. As seen

in (5), the tax increase in state 1 has no impact on relative wages in the two states in the
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presence of reciprocity – instead the tax difference is capitalized into land prices. Then

if dw1

dT 1 = dw2

dT 1 and equilibrium in the labor market is to be maintained, the only possible

equilibrium is to have no change in wage rates and therefore no change in the number

employed in each state. However, the tax increase will reduce both the population density

and the terminus of state 1. It increases both density and the terminus in state 2 as a result

of tax-induced migration. If employment in state 1 is unchanged but its population has

decreased then the number of commuters from state 2 to state 1 must have increased.

The change in the bid rent functions as well as the termini of the MSA and boundary

for interstate commutes (r1
T , r

2
T , r̃

2) are illustrated in Figure 2. Denoting initial values with

a superscript 0, it shows a decrease in land prices in state 1 as well as a contraction of the

terminus of the MSA there
(
r10

T > r1
′

T

)
. That decrease is offset by increase in land rents

and the length of the MSA in state 2
(
r2

′

T > r20

T

)
resulting from the tax-driven migration.

In addition, the distance that households are willing to commute from state 2 to state 1

increases
(
r̃2

′
> r̃20

)
. This provides the intuition for our model: when states have reciprocity

agreements, migration of households occurs from the high-tax state to the low-tax state. This

intensifies the competition for land in the low-tax state, which increases rents throughout

the state and expands the terminus of the city. Given employment in both the states must

remain fixed, this implies more interstate commutes.

1.2.2 An Increase in T 1 in the Absence of Reciprocity

As with the case of reciprocity, we solve for dw1

dT 1 ,
dw2

dT 1 ,
dr1T
dT 1 ,

dr2T
dT 1 , and dr̃2

dT 1 in the Appendix. In

the absence of a reciprocity agreement, tax differentials are not capitalized into land prices

as shown by
dr1

T

dT 1
=

d2
T

dT 1
= 0, (8)

but are fully capitalized into wages,

dw1

dT 1
=

f ”
1(

f ”
1 + f ”

2

) > 0 and
dw2

dT 1
= − f ”

1(
f ”

1 + f ”
2

) < 0, (9)

with interstate commuting decreasing:

dr̃2

dT 1
=

1

Nr̃2
(
f ”

1 + f ”
2

) < 0. (10)

If there is to be an equal movement
(

dr1T
dT 1 =

d2T
dT 1

)
in the termini of the two states, to satisfy

the population (land) market equilibrium the only possibility is to have
dr1T
dT 1 =

d2T
dT 1 = 0.
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Figure 3 depicts the effects of the tax increase on land prices and the population distribution

in the MSA in the absence of reciprocity agreements. As the figure shows, the limits of the

MSA do not change nor do land prices change. The change in the distance that households

are willing to commute from state 2 to state 1 decreases
(
r̃20 > r̃2

′)
. Intuitively, this result

arises because in absence of reciprocity agreements, employment rather than people shift

between the two states as a result of the tax increase. Taxes do not change residential

location decisions because income is taxed on the basis of employment rather than residence.

Here the income tax distorts the location of work, but not the location of residence.

We summarize the effects on the termini of the city and interstate commutes as a propo-

sition.

Proposition 1. An increase in taxes in state 1 has the following equilibrium effects:

(a) When states have reciprocity agreements, the size (terminus) of state 1 will contract

and the size of state 2 will increase. The number of commuters from state 2 to state 1

increases.

(b) When states do not have reciprocity agreements, the size (terminus) of state 1 and

state 2 are unaffected by the tax increase, but the number of interstate commuters from state

2 to state 1 decreases.

Proof. See Appendix.

Although the focus of this paper is on the spatial distortion created by differences in

taxes between states, these tax differentials have other interesting effects on capitalization

and other urban quantities. The following corollary summarize these effects and represent

fruitful areas of future empirical research.

Corollary 1. If states 1 and 2 have reciprocity [do not have reciprocity] agreements, an

increase in taxes in state 1 has the following equilibrium effects:

(a) The population of state 1 will decrease [is unaffected] and the population of state 2

will increase [is unaffected];

(b) Land prices for any given distance (r) from the CBD decrease [are unaffected] in state

1 and increase [are unaffected] in state 2;

(c) The population density (at any given r) in state 1 decreases [is unaffected] and in-

creases [is unaffected] in state 2.

(d) Net wages in state 1 are unaffected [increase] and are unaffected [decrease] in state

2.

(e) Employment is unaffected [decreases] in state 1 and unaffected [increases] in state 2.

Proof. See Appendix.
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1.3 The Impact of an Increase in T 1 on Commuting Times
The average commuting time in each state is given by

AC1 = 1
N1

´ r1T
0
crN1 (r) dr

and

AC2 = 1
N2

´ r2T
r̃2 crN2 (r) dr +

´ r̃2

0
(cr + S)N2 (r) dr

(11)

For state 1, the effect of the tax change on commute times is derived in the Appendix and

given by:

dAC1

dT 1
=

[
N1

T

N1

(
cr1

T − AC1
)] dr1

T

dT 1
+

 1

N1

r1Tˆ

0

N1 (r)
(
cr − AC1

)
N̂1 (r) dr

 dr1
T

dT 1
. (12)

The effect of a tax increase on commuting times can be decomposed into two components.

The first is the impact due to a change in the termini of the state. An expansion of the

state’s borders will increase average commute times as these commuters will have longer

commutes than the average (criT − ACi > 0). The sign of this term is simply the sign of
driT
dT 1 . The second term is more complicated. Intuitively, the sign of this term depends on

how equilibrium changes in land prices in the state affect the distribution of the population.

Specifically, in percentage terms,
(
N̂1 (r)

)
, are the increases in population greater nearer

the CBD where commuting costs are less than the average cost or near the fringe of the

MSA where commuting costs are much higher?

As shown in the appendix, if the absolute value of the elasticity of demand of land,

ε = − dl
dp

p
l
> 0, is equal to unity then N̂1 (r), is a constant, that is, there are proportionate

increases in population at all r. Then the second term will equal zero as
´ r1T

0
crN1 (r) dr =

N1AC1. If ε ≤ [>] 1 then then the percentage changes in population density are greater

[smaller] the further from the CBD and the term
(

1
N1

´ r1T
0
N1 (r) (cr − AC1) N̂1 (r) dr

)
will

be positive [negative].

For state 2, the first two terms of dAC2

dT 1 are analogous to the two terms in (12) but there

is an additional term associated with the additional cost of interstate commutes. We can

express dAC2

dT 1 as:

dAC2

dT 1
=

[
N2

T

N2

(
cr2

T − AC2
)] dr2

T

dT 1
+

 1

N2

r2Tˆ

0

N2(r)
(
cr − AC2

)
N̂2(r)dr

 dr2
T

dT 1
+
Nr̃2

N2
S
dr̃2

dT 1
.

(13)

where the sign of the third term equals the sign of dr̃2

dT 1 .
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In the absence of a reciprocity agreement, commuting times in state 2 decrease but are

unaffected in state 1. This follows immediately from the fact that
dr1T
dT 1 =

d2T
dT 1 = 0 and dr̃2

dT 1 < 0

– the number of interstate commuters from state 2 to state 1 decreases. Of course, if the

interstate commuters resided in state 1 and worked in state 2, there would be an increase in

average commuting as a result of an increase in the number of interstate commuters.

Proposition 2. An increase in the tax rate in state 1 will:

(a) decrease commute times in state 1 and increase commute times in state 2 when states

have reciprocity agreements if the elasticity demand for land is equal to or less than 1;

(b) have no effect on average commute times in state 1, but will decrease commuting

times in state 2 when no reciprocity agreements are in place.

Proof. See Appendix.

For the case of reciprocity states, this proposition follows immediately from the fact that

with ε ≤ 1, then the sign of dACi

dT 1 is simply the sign of
driT
dT 1 , which was negative.13 In state

2, the terminus expands; in state 1, the terminus contracts. For the case of no reciprocity

states, the proposition follows from the changes to interstate commutes given there is no

change in the terminus.

Given the importance of the price elasticity of land (ε), a discussion of the empirical

evidence on its value is in order. While this evidence is limited, Rothenberg et al. (1991) and

Sirmans and Redman (1979) suggest that it is less than one and Gyourko and Voith (1999)

find it to be approximately unity. We are unable to find any recent studies that suggest

that it is greater than one, giving us confidence that our proposition can be signed as above.

Intuitively the role of this elasticity is not surprising. If the change in land prices as a result

of the change in the state terminus does not significantly affect the distribution of population

within the state, perhaps resulting in an approximately proportional increase or decrease in

population density at all r, the factor that determines whether commuting times increase or

decrease will be whether the state’s share of the MSA expands or contracts, thus increasing

or decreasing the share of its commuters with longer than average commutes.

1.4 Heterogeneous Individuals and Differential Taxation
We next consider a simple model with two groups of individuals that have different skills

and where production in each state depends on the employment of each group in that state.

Income heterogeneity is important within an MSA and income groups often live in similar

areas of the city; furthermore, individuals within an income group have similar tax rates.

13Note that for ε > 1, it is still possible that Proposition 2a holds. It only reverses sign if ε is sufficiently
greater than 1.
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Thinking forward to the empirical estimation, we wish to derive testable prediction whereby

individuals are heterogeneous and have various tax rate differentials. Exploiting such het-

erogeneity will provide for more powerful evidence on the effect of taxes on commute times.

As might be expected, the analysis becomes more complicated with two groups. Two

issues arise. First, consistent with empirical evidence, we assume that the low-skilled (low-

income) live nearer to the CBD. A second issue is whether the boundaries in the MSA

between where the low-skilled and the high-skilled workers live (r̂1, r̂2) are endogenous or

not. We focus on the case in which there is a fixed boundary in each state between low-skilled

and high-skilled workers (Voith and Gyourko 2002). This fixed boundary might be explained

by fiscal zoning, existing housing stocks and public services, or a failure to assemble parcels

(Brooks and Lutz 2013). In this setting, the area in the MSA devoted to low-income housing

does not change, but the population density may. This means expansion or contraction of

the MSA area is devoted to housing for high-skilled households.

Let there be NH individuals in the “high” skill group and NL in the “low” skill group

in the MSA. As is the case with no heterogeneity, all workers commute to work in the CBD

that is located in both states. Production in state i is now given by f i (Ei
H , E

i
L) where

employment is given by E1
H =

´ r1T
r̂1 N1 (r) dr +

´ r̃H2

r̂2
N2 (r) dr, E2

H =
´ r2T
r̃H

2 N
2 (r) dr, E1

L =´ r̂1
0
N1 (r) dr +

´ r̃L2

0
N2 (r) dr and E2

L =
´ r̂2
r̃2L
N2 (r) dr+ and with f i

j ≡
∂f i

∂Ei
j
> 0 and f i

jj ≡
∂2f i

∂Ei
j
< 0, i = 1, 2, j = H,L. We simplify the analysis by assuming that f i

LH = 0 – the

marginal productivity of high and low-skilled workers depends only on the number in that

skill group in the state and not the number of workers in the other group. We assume that

the utility function is of the form U (x, l) = x + mj(l), j = L,H. The demand for land for

each type can be expressed as lj (p) , j = H, L where we assume that lH (p) > lL (p), that

is, high-skilled individuals demand more land than low-skilled individuals at any given rent,

p. Then wi
j is the wage and T i

j is the tax for skill (income) type j in state i. In equilibrium

we assume that wi
H > wi

L, i = 1, 2, the high-skilled workers receive higher wages than

low-skilled workers.

1.4.1 Equilibrium Conditions

Empirical evidence suggests that higher incomes concentrate further from the CBD in U.S.

metropolitan areas. Then consistent with this observation and our assumption that lH (p) >

lL (p) it follows that ∣∣∣∣dpH (r)

dr

∣∣∣∣ < ∣∣∣∣dpL (r)

dr

∣∣∣∣ . (14)
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Equation (14) is a single-crossing condition that states that the amount that high-income

(skilled) individuals are willing to pay for land falls at a slower rate than that of the low-

income (skilled) individuals.14 In equilibrium, the low-income individuals will reside nearer

the CBD and the high-income individuals live further away. High income individuals live

between the terminus of the MSA in the State 1 (r1
T ) and the terminus for the low-income

individuals (r̂1) while low-income individuals live between the interior terminus (r̂1) and 0.

We assume that in equilibrium, for both the high-skilled and low-skilled, some workers reside

in state 2 and work in state 1.15

The termini condition for high-skilled workers is the same as in the case of a homogeneous

population, (1), with T j
H replacing T j, j = 1, 2. In addition a terminus condition for the

low-income individuals arises,

V
(
w1

L − T 1
L − cr̂1, p1

(
r̂1
))

= V
(
w2

L − T 2
L − c, r̂2, p2

(
r̂2
))
. (15)

As in the case with a homogeneous population, the high-skilled interstate commuters must

receive the same utility as the high-skilled workers who work and reside in state 2. Again

the conditions for this are given by (2) for reciprocity and (3) for the case of no reciprocity

with the substitutions T j
H for T j, j = 1, 2.

Labor market clearing requires that marginal product equals the wage rate for both

types of workers, (4). Finally, the sum of the populations of low-income and high income

individuals in each state must equal the total population in the MSA.

The Case with Reciprocity

The impacts of an increase in a tax on high-skilled workers in state 1 (T 1
H) is identical to

that of the case with a homogeneous population – the tax rate is fully capitalized into land

prices and has no effect on wages of the high-skilled workers. As a consequence, there will

be an increase in the terminus in state 2, a contraction in state 1, and increased commuting

from state 2 to state 1. As a result, commuting times for high-skilled workers in state 1

decrease while they increase in state 2. As the boundaries are fixed for low-skilled workers,

there is no affect on their population, wages nor employment and commutes. Low-skilled

workers are unaffected by the increase in T 1
H .

In contrast, an increase in the tax on low-skilled workers in state 1 (T 1
L) will have no effect

14The assumption that the bid-rent function decreases at a slower rate for high-income individuals is not
critical to our analysis. If the opposite were true, then low-income individuals would live on the outskirts of
the MSA and our predicted impacts would be reversed.

15Again, as with the case with a single group of workers, the division of interstate commuters and non-
interstate commuters into two distinct sections of the state is completely arbitrary.
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on the termini of the MSA in either state nor on the wages of the high-skilled workers. This

being the case, neither the population, employment, interstate commuting, nor commuting

times for high-skilled workers change. The low-skilled results are similar to those for the

high-skilled workers when a tax is placed on them – the tax rate is fully capitalized into

land prices and has no affect on wages or employment. Interstate commuting from state 2 to

state 1 increases and, therefore, the average commute time for low-skilled workers increases.

As with the case with homogeneous workers, the impact on the average commute time in

state 1 depends on whether the price elasticity of demand for land is greater or less than 1.

If the ε ≤ 1, the population reductions are smaller nearer the CBD, so a higher percentage

of commuters now have longer trips and commute time; if ε > 1 the population reductions

are greater nearer the CBD meaning a higher percentage of commuters now have shorter

commutes. There will be a reduction in interstate commuting from state 2 to state 1 meaning

that commuting times of residents of state 2 should be reduced, while commutes for residents

of state 1 are unaffected.

The Case with No Reciprocity

Again, the effects of an increase in the tax on high-skilled workers in state 1 (T 1
H) on high-

skilled workers are identical to those with a homogeneous population – the termini of the

MSA does not change in either state and the tax is fully capitalized into wages. The pop-

ulation of high-skilled workers in either state does not change, but employment in state 1

decreases and increases in state 2. Then interstate commuting from state 2 to state 1 will

fall. As a result average commute times for high-skilled workers in state 2 decrease, but the

commute time in state 1 is unaffected. Low-skilled workers are unaffected by the change in

T 1
H .

In the case of an increase in the tax on low-skilled workers (T 1
L), as is the case with

reciprocity, the tax increase has no effect on high-skilled workers. The impacts of the increase

in T 1
L on low-skilled workers are different from those when there is reciprocity but mirror

those for an increase in T 1
H for the high-skilled workers in the absence of reciprocity. The

tax increase is fully capitalized into the wages of the low-skilled workers with no change in

the populations of low-skilled workers in either state. Interstate commuting from state 2

to state 1 falls, meaning that commuting times of low-skilled residents of state 2 should be

reduced while those of residents of state 1 are unaffected.

We summarize the results in this section in the following proposition:

Proposition 3.

(a) When state 1 and state 2 have a reciprocity agreement:
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(i) An increase in the tax on high-skilled workers in state 1 (T 1
H) will contract the

terminus and reduce commuting times of the high-skilled there with the opposite effects in

state 2. Interstate commuting of high-skilled workers from state 2 to state 1 will increase.

The increase in T 1
H has no effect on the commuting times of low-skilled workers.

(ii) An increase in the tax on low-skilled workers in state 1 (T 1
L) will increase both

commute times for low-skilled workers in state 2 and interstate commutes from state 2 to

state 1 for them. If the elasticity of demand for land (ε) is less than or equal to unity

then commuting times in state 1 will decrease. Neither termini nor the commute times of

high-skilled labor are affected by the increase in T 1
L.

(b) When state 1 and state 2 do not have a reciprocity agreement:

(i) An increase in T 1
H will have no effect on the termini of either state. There will be a

reduction in interstate commuting of the high-skilled from state 2 to state 1 and, as result,

a reduction in commuting times of the high-skilled in state 2. Commuting times of the the

high-skilled in state 1 and the low-skilled in both states are unaffected by the tax increase.

(ii) An increase in T 1
L will decrease commute times for the low-skilled in state 2 as

interstate commuting from state 2 to state 1 for low-skilled workers decreases. Commute

times for the low-skilled in state 1 and high-skilled in both states are unaffected by the tax

increase.

Proof. See Appendix.

As suggested by the results summarized in the proposition, it is the difference in tax

for individual households not aggregate nor average differentials for all households in the

MSA that affect commute times for a particular individual households. This being the case,

our empirical strategy focuses on identifying the difference in tax payments between the two

states for individual households.

1.5 Tax and Public Service Changes
In general, taxes are used to fund spending. If changes in spending are valued equally

with the associated changes in taxes
(
MRS∆G

4T
= 4T

)
where MRS is the marginal rate of

substitution between the public and private goods, then tax differentials are not capitalized

into either wages nor rents and no change in the location of residences or employment occurs.

If the public good is overprovided, that is, the associated changes in spending are valued

less than the associated changes in taxes
(
MRS∆G

4T
< 4T

)
our results in the absence of

a public service hold. If the public good is underprovided,
(
MRS∆G

4T
> 4T

)
, the impacts

of tax increases are reversed. As it is most likely that high-income individuals are net

payers into the tax system, we would expect the most salient effects to arise for high-income
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individuals and be consistent with our predictions made in the absence of tax-financed public

services. It is interesting to note the analogy between property value and public service

provision examined in Brueckner (1979) and Brueckner (1982) and commuting times and

public service provision here. Our analysis here suggests a future “test” of the Tiebout

hypothesis might be obtained by examining the impacts of balanced-budget tax increases

on commuting times. If public services are efficiently provided, commuting times should be

unaffected by marginal increases in taxes.

1.6 Implications for Empirics
The theoretical model has several implications for the empirical analysis. (1) Differences in

average tax rates are important in multi-state MSAs. Higher marginal tax rates paid by the

household will still result in more sprawling cities through the Wildasin (1985) channel, but

we expect average tax rate effects to be large given they affect location within the MSA. (2)

The effect of tax rates are different in MSAs with reciprocity agreements than those MSAs

without them. This provides us with a powerful way of identifying the effects of taxes on

commuting and suggests a split-sample analysis on the basis of reciprocity status. (3) The

heterogeneous agents model suggests household-specific tax rates will affect commutes with

the tax rate for the average household in the MSA being less important. (4) We expect

to find the largest effects for high income households (and similarly for homeowners) given

that these households are most likely not receiving spending benefits that are equal to the

taxes paid into the system. (5) Commute times are a sufficient statistic for measuring the

distortion from tax differentials as it captures both the effects on the termini and through

interstate commutes.

2 Data
We use micro-level data to study the behavior of households in multi-state MSAs. We

use household records from the IPUMS-USA public use data set (Ruggles et al. 2010).

The IPUMS-USA provides a 1 in 100 national random sample of the one year American

Community Survey (ACS). We use data from the 2005 though 2011 ACS, creating a repeated

cross-section of seven years in length. Our data is only for households residing in a Combined

Statistical Area (CBSA) that cross state lines. We also restrict the sample to households in

the non-farm labor force.

The United States government defines CBSAs on the basis of commuting patterns such

that most individuals in the CBSA share a common market. Figure 4 shows CBSAs that cross

state borders. Sixty-one CBSA’s cross state borders although some of the smaller contiguous

CBSAs are merged together in our analysis because some of the Public Use Microdata Areas

(PUMAs) that provide geographical identification in the ACS do not allows us to identify the
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specific CBSA in which they are located. The appendix, table (A.1) provides the descriptive

statistics for the CBSAs used in the analysis. For the MSAs that cross into three or more

states, we use all portions of the MSA; the results are robust to using the two most populated

sides of the MSAs. For most of these three state MSAs, the population and employment in

the smallest portion of the MSA is trivial; the exception to this rule is the Washington DC

MSA.

For all of the CBSAs in our sample, we use the data in Rork and Wagner (2012) to

determine if the states have reciprocity agreements. Given that reciprocity agreements do

not change frequently, we have no changes that occur over the time period of our sample.

To calculate tax rates across the MSAs we calculate the federal plus state average tax rate

and the marginal tax rate conditional on being in either state of the multi-state MSA using

the NBER’s TAXSIM program (Feenberg and Coutts 1993). When doing this exercise, we

calculate the tax rate conditional on all income having been earned in the state of residence.

We then calculate the tax rate conditional on all the income being earned in the other state

of the CBSA. Such an assumption is reasonable given the common labor market of the

MSA. We calculate the sum of the federal and state rate to allow for the deductibility of tax

payments at the other level government. A caveat on the tax calculation is noteworthy. For

anonymity reasons, the IPUMS data top-codes extremely high incomes and bottom-codes

extremely large losses. In cases where the data are top-coded, we use the top-coded income

to calculate tax liability. Some information needed to run TAXSIM are not reported to the

Census; the appendix describes the details of the tax calculations, sample restrictions and

the procedure for matching Census data to MSAs.

2.1 Descriptive Statistics
Our theoretical model suggests that the differences in household-specific average tax rates

influences commute times by shifting populations and employment within the MSA. Here we

provide simple scatter plots showing the relationship between average tax rate differentials

and marginal tax rates and commuting times. The figures should be interpreted with caution

as they contain no controls and are more useful at finding simple visual correlations.

In Figures 5-7, we present statistics where the unit of observation is the CBSA-state.

As the theory notes, simply looking at the levels of taxes would not inform the extent

of distortion to the urban spatial structure; it is the differences in tax rates that drives

distortions to the termini (and thus commuting) of a city. For each CBSA, we calculate the

mean marginal tax rate and the mean average tax rate differential relative to the other state

in the CBSA, and the average commute time. We use ArcGIS to calculate the area and

the perimeter on each side of the MSA. When aggregating to the CBSA-state level, the tax

differential for state s in metro area m is defined as the difference in the mean tax rate on
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both sides of the borders.16 For marginal rates, we always use the average of the marginal

tax rate that is paid by the tax payer because in Wildasin (1985), it is the marginal tax rate

that is paid that changes the opportunity cost of time for households. For commute times,

if two individuals live in a household, we add the commute times to derive the aggregate

statistics across two- and one- person households.

On top of each scatter plot we fit a univariate regression line; the univariate regression

is unweighted. It is immediately evident that average tax rate differentials have different

effects on the land mass and perimeter of cities in states with reciprocity agreements relative

to states without reciprocity agreements. Of course, CBSA areas and perimeters are defined

by entire counties and are subject to some errors (Holmes and Lee 2010), so area may not

be representative of commuting times. However, the pattern is quite similar for commute

times. In general, the aggregate statistics show that most of the effect of the tax differences

is in states that have reciprocity agreements; no relationship exists in the aggregated data

for states in CBSAs without reciprocity. This result is consistent with the theoretical model

where changes to commute times occurs through multiple reinforcing channels in reciprocity

states. We also confirm Wildasin (1985)’s result in these scatter plots – that marginal tax

rates are positively correlated with city size and commutes.

3 Research Design
We exploit policy discontinuities that arise at state borders within a CBSA to identify the

effect of tax differences on commuting patterns and times. Discontinuous changes in taxes

at borders have been used to study a variety of phenomenon including tax evasion and

avoidance (Lovenheim 2008; Merriman 2010; Engel et al. 2013), tax incidence (Harding,

Leibtag and Lovenheim 2012), migration decisions (Coomes and Hoyt 2008), firm location

decision (Holmes 1998; Rohlin, Rosenthal and Ross 2012) and tax competition (Agrawal

forthcoming; Eugster and Parchet 2013). Although the first three studies analyze tax evasion

of cigarettes and license fees, the analogy is similar to the avoidance of income taxes. In our

case, conditional on having a job in a particular CBSA, households may select either a state

of residence or a state of work in order to avoid the higher tax liability.

We naturally focus on how state income taxes would differ between the states within

the MSA given the household’s reported income and its current employment. To study the

effect of tax differentials on commuting, we also exploit household level variation within a

CBSA, occupation and year. The identifying variation comes from person-specific differences

in the average tax differential and marginal tax rates. To test how commute times vary as a

function of the tax rate for household i living in metropolitan area m and state s, the most

16For three state MSAs the differential is the average tax rate in state s minus the average of the tax rates
in the other two states.
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complex specification we estimate is:

Ci,m,s =
α + β14 atri,m,s + β24 atri,m,sRm + γ1mtri,m,s + γ2mtri,m,sRm

+ϑRm + %X + ζ + δ + ω + εi,m,s,
(16)

where C is the total commute time of the household, 4atr is the difference in average tax

rates, mtr is the marginal tax rate paid, X are controls listed in the appendix, R is a dummy

variable that equals one if the states have a reciprocity agreement, ζ are CBSA fixed effects,

ω are occupation fixed effects and δ are year fixed effects. We also estimate the model

splitting the sample by reciprocity status. Let

4atri,m,s =

atri,m,s − atri,m,−s if two state CBSA

atri,m,s − atri,m,−s if more than two state CBSA
(17)

where atri,m,s is the average tax rate (federal plus state) of household i living in state s

of MSA m and atri,m,−s is the average tax rate for that same household in the other state

(denoted −s) of the urban area. Define atri,m,−s as the average (for that household) across

the other two states in the CBSA for three-state areas. The idea behind using the average of

all other states in the CBSA is that even though the third state is less populated, it is within

the common labor market as defined by the government and thus households can choose it

as a location. The practice of using the mean of the tax rate in three state MSAs follows

Coomes and Hoyt (2008). Thus, 4atri,m,s is the average tax rate in the household’s state of

residence relative to the rate in the counter-factual (non-residence) portion of the MSA.17 We

follow the convention in the theoretical model and determine the tax impacts on commute

times on the basis of the state of residence. Notice a household’s counter-factual is what

they would pay to the other state given its income and other characteristics determining its

tax liability; it is not based on what a representative (average) household would pay to the

other state. As tax brackets and progressivity differ across states, it is important to look at

the effect of the tax differential conditional on having a given level of taxable income; the

common labor market of the MSA allows us to do so.

To account for the effect of marginal tax rates on the opportunity cost of time, we use

the marginal tax rates paid as calculated by TAXSIM. Let the marginal tax rate paid of an

17The specification imposes that the response is linear in this variable. We show in Appendix Table A.2,
that the results are robust to flexible functions.
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household living in state l and working in state w be

mtri,m,s =

mtri,m,l ifRm = 1

mtri,m,w ifRm = 0
(18)

where mtr is the marginal tax rate. Notice that the value depends on whether the states

in the MSA have a reciprocity agreement. In words, mtri,m,s equals the marginal tax rate

in your state of residence if the states have reciprocity and equals the tax rate your state of

work if no reciprocity agreement exists. Unlike the average tax rates, the marginal tax rate

is based on the tax rate that you actually pay because as in Wildasin (1985), the marginal

tax rate influences the cost of your time. No counter-factual is needed as the effect on the

opportunity cost of time is not relative to what occurs in the other state.

The implicit identifying assumption for 4atr is that we can accurately measure the

counter-factual tax rate when we only observe wages from one state. If wages differ dra-

matically across states, we will mismeasure the counter-factual. In MSAs with reciprocity,

this amounts to assuming that if the household changed residences, their wages would re-

main similar. In MSAs without reciprocity, this implies that if the household changed the

state of work, net-of-tax wages would remain the same. We rely on the MSA being a local

labor market and thus, the wages available to a household of a particular ability level are

independent of the particular state. We address possible violations of this assumption in the

robustness checks.

To address the possibility of confounding factors, we employ a battery of controls within

the X matrix including social and demographic characteristics that are designed to con-

trol for household preferences for public goods and characteristics. These controls include

marital status, race, income, gender, the number of children, citizenship, age, employment

status, whether the individual works from home, education status, and whether the individ-

ual works outside of the MSA. We realize the relationship between commutes and incomes

may be non-linear, so we include a flexible polynomial in income as a control. Critically, in

addition to these variables, we also include a series of occupation dummy variables such that

all identifying variation from tax differences comes within an occupation. These dummy vari-

ables critically control for the fact that certain occupations may cluster on one side of a state

border. Because the analysis is done at the household level, we also include person-specific

characteristic and occupation variables for the second person after interacting them with a

variable that equals one if it is a two person household.18 In addition to these demographic

18Inclusion of both person’s characteristics is common when households face joint decisions. For example,
see McGeary (2009).
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controls we also include a dummy variable that equals one if the central city is located in

the state of residence for the household and a dummy variable for whether the household

works in the central city.

As discussed in section 1.3 taxes are used to fund spending. If changes in spending are

valued equally with the taxes that finance them, tax differentials will not affect commuting

times. Further, a state with relatively low income taxes may have relatively high burdens

in terms of other taxes. If a difference in income taxes between two states is offset by

another tax, then, again, no capitalization will occur and commute times would be unaffected.

This being the case, we control for other policy variables within the MSA including per

pupil educational spending on each side of the MSA, (log) school enrollment, the gas tax

differential, the sales tax differential, the differential in highway spending, and property tax

rates paid by the household if a homeowner. In addition to controlling for these policies

in our regression specification, we would note that it is extremely unlikely for high-income

individuals to value the public goods being provided at par to the taxes paid and therefore

expect the largest effects for these individuals. In addition, state income tax revenue will be

used to fund expenditures state-wide and that MSAs (which have higher incomes on average)

will likely pay more into the tax system, while spending will be more focused in lower income

portions of the state.

3.1 Reciprocity Agreements
Reciprocity status is a key source of identifying variation. What causes this variation and

is it likely to be correlated with unobserved determinants of commute times? Reciprocity

agreements remain understudied despite their importance in determining the effective income

tax rate that households pay. To address possible concerns regarding reciprocity status, we

first note that most reciprocity agreements were implemented in the 1960s and 1970s. The

most recent reciprocity agreement was implemented in 1992. In fact, only two reciprocity

agreements have been passed since 1990 and only two reciprocity agreements have ever been

abolished after their initial agreement. Given that reciprocity agreements were historically

drawn, we are confident that the agreements have little relationship to current day variables.

Still, we want to verify this claim and do so by running a regression of the form:

R̂ = α + βZ + ε (19)

where R̂ is a reciprocity dummy variable and where Z is an observable characteristic from

2011. We run two types of regressions: (1) a state level regression where R̂ takes on the value

of one if the state has at least one reciprocity agreement and (2) a border analysis where we

pair adjoining states in our sample and let R̂ equal one if that pair of states has a reciprocity
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agreement. In the first regression, the set of Z includes the mean 2011 marginal tax rate in

the state, the average tax rate in the state, the average commute time, and the fraction of

residents with an interstate commute. In the second regression, we use the absolute value of

the differential in all of these variables. Table 1 shows the results.

In the state-level results, only the average tax rate offers any explanatory power of the

reciprocity variable. This result is entirely driven by Washington D.C.’s high tax rate; if the

District of Columbia is removed from the sample, the results disappear. In the borders-based

regression, average tax rate differentials across states and commute time differences in 2011

provide little predictive power as to whether the states have a reciprocity agreements. In

places where one state has a high number of interstate commuters relative to the other state,

the states are more likely to have reciprocity agreements. We take these results as strong

evidence that current policies and commute times have very little influence on reciprocity

status across the states.

4 Results
As can be seen in Table 2, the mean combined federal and state atr across all years in the

sample is 7.5% and the average commute time is just over twenty-eight minutes.19 Approx-

imately 7% of households have an interstate commute.

In Table 3 we present the baseline results of estimating (16). The columns in the table

build sequentially from a univariate regression by adding fixed effects, then demographic,

household, and state policy controls. We conduct two types of an analysis: a split sample

analysis on the basis of reciprocity agreements and a pooled analysis. Our preferred specifi-

cations are (7)-(9), which include CBSA fixed effects, year fixed effects, household controls

and other state policy differentials as well as industry dummies with clustered standard

errors at the CBSA level.

The results in column (9) can be interpreted as follows. With respect to the average tax

rate differential, a one percentage point increase in the tax differential increases commutes

by 0.07 minutes in MSAs without reciprocity, but decreases commutes by 0.18 (= .073 −
.251) minutes in MSAs with reciprocity. Given the empirical evidence suggests ε ≤ 1, this

asymmetric effect is a powerful result that is consistent with our theory. The implication is

that in MSAs with reciprocity, increases in the average tax rate in a state relative its neighbor

19We check our average tax rate calculations from TAXSIM with statistics released by SOI and the CBO.
For example, in 2007, the average atr was 9.3%. We calculate an average of 9.0% (inclusive of state taxes)
and thus we slightly underestimate the atr in the full population. The main reason for this slight downward
bias is a result of the top coding of income data available to us. Of course, we only have a sample of the
multi-state MSAs and for this reason as well, we do not expect the numbers to align perfectly. However,
comparing simple statistics we derive with the data released by the government, we are confident in our
ability to measure the atr.
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will shorten commutes as the terminus shrinks and more employment shifts to that state.

In an MSA with no reciprocity agreement, an increase in the tax rate shifts employment

out of the state and holds fixed the terminus – thus increasing inter-state commutes. A

one percentage point increase in the marginal tax rate increases commute times by 0.04

minutes (or two and a half seconds). Although this effect is small, it is strongly significant

and consistently significant in all of the robustness checks. This result suggests that the

Wildasin (1985) effect is statistically important, but that the economic effect of marginal

tax rates on the distorted shape of the city are relatively small. These effects may be small

because marginal tax rates may not be salient to the household.

Although the full sample results are economically small, the theoretical model predicts

that we should find larger responses for high-income individuals and perhaps no responses for

other sub-groups. Estimation in the full sample includes many households who we expect

are not influenced by average tax differentials – including lower income households and

renters. We expect to find more significant impacts when stratifying the sample by income

and home-ownership status.

4.1 Heterogeneity by Income and Homeownership
Now we turn to convincing sources of heterogeneous responses. Based on our theory, we

expect that higher income households are more responsive to average tax rate differentials.

High income households may have an easier time of moving or changing jobs within or across

MSAs. Furthermore, higher income households are more likely to use paid tax preparers

who may advise them of their tax situation. Finally, for any given difference in average tax

rate differential, the difference in total taxes is greater the higher the household income.

We would also expect tax differentials to be most salient for high income earners and the

amount of taxes paid well above any possible offset from additional public good provision.

To test this theory we cut the sample based on various income thresholds and compare the

coefficients across the columns in table 4. We focus on households who earn below 30,000

dollars (the bottom quartile), households above the median income ($52,000), households

above the mean household income ($72,000), and “superstar” households (above $500,000).

It becomes noticeable that the effect of marginal tax rates on commute times is relatively

small for all types of households. The effect of the average tax rate differential is increasing

across the income distribution. In MSAs where there are no reciprocity agreements, the effect

for superstar households is almost four times as large as the effect on households with income

above the median. In MSAs with reciprocity, the effects on superstar households are almost

6.5 times as large as households with income above the median. For superstar households,

even small differences in their atr may result in large income changes. Noticeably, even for

superstar households, as predicted by theory the effect of the tax differential is positive in
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MSAs that have no reciprocity agreements, but negative in those MSAs with agreements.

For high-income households, the effect of average tax rate differentials are economically

and statistically significant even though marginal tax rate effects are economically small.

For example, consider households earning above $500,000. For these households, in MSAs

without reciprocity, the effect of a one percentage point increase in the differential changes

commute times (in one direction) by almost a minute. In MSAs with reciprocity, the effect

is almost two minutes.

Further convincing evidence is obtained by dividing the sample on the basis of homeown-

ership status. Consistent with what we might expect, Table 4 also shows that the effects are

larger for homeowners than for renters – in fact, we find no effects for renters. Renters are

more likely to have lower incomes and are more likely to move frequently. When we study

low-income (less than $30,000 and $75,000) homeowners, they also have large responses in

reciprocity states relative to renters.

4.2 The Role of Land Use Regulations
The model suggests that one channel through which commute times are affected is sprawl.

This requires that the MSA has room to expand, however, Saiz (2010) shows that many MSAs

are constrained by geography. In addition to geographic constraints, the results require that

the expansion not be hindered by land use regulation. Fortunately, a large portion of the

sample appear to be on major rivers (the Ohio, Missouri, Mississippi, etc.) which generally

have ample room for expansion and are not known for extensive land use regulation. As a

first attempt at determining the role of regulations and geography, we divide the sample into

MSAs that are entirely divided by a river and MSAs that have linear borders (or are only

partially split by a river). We find stronger effects in MSAs delineated by major rivers.

This leads us to naturally focus on the role of land use regulations. Gyourko, Saiz and

Summers (2008) measure the intensity of land use regulations across cities. In their data, the

authors also construct MSA level measures of land use regulations.20 Splitting the sample

into the most restrictive quartile of zoning regulations and the least restrictive set of zoning

regulations, it is easy to see in table 5 that the results are statistically significant only

when the zoning regulations are not restrictive. This is especially the case for high-income

individuals living in places not restricted by zoning regulations. This split sample analysis

adds to the heterogeneous effects on the basis of reciprocity status and income level; the

results are again consistent with what we would expect. When land-use regulations are

restrictive, expansion of the MSA is more difficult and the channels in our model get closed

down. Commute times are most responsive in areas where land use expansion is not heavily

20Some of the smaller micropolitan CBSAs do not appear in the Wharton index and they are omitted
from the subsequent analysis.
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regulated.

4.3 Robustness
One concern may be the endogeneity of the average tax rate differential. Although we

observe wages in the Census, we do not observe the counter-factual wages that the person

would obtain in the other state of the MSA. Until now, our identifying assumption has been

that the counter-factual wages are similar – in fact the same – across all states with in the

MSA. Given that MSAs are defined as common commuting and labor markets, this seems like

a reasonable assumption. However, one may be concerned about this issue especially in large

MSAs. As noted in Kleven, Landais and Saez (2013) – in the context of superstar migration

across countries – the counter-factual average tax rate will be over-estimated (because the

tax systems are generally progressive) if households are more likely to select the side of the

MSA where they can obtain the highest wages – raising endogeneity concerns. Although we

think this concern is less likely in the case of multi-state MSAs and for our sample, we note

that as in Kleven, Landais and Saez (2013), the marginal tax rate is exogenous to earnings

– especially for high-income households in the top state income tax bracket. Although our

specification includes the marginal tax rate paid by the household, we can construct the

difference in the marginal tax rate in the state of residence and the marginal tax rate in the

counter-factual state(s). As a robustness check we use this marginal tax rate differential as

an instrument for the average tax rate differential. The exclusion restriction requires that

the household’s difference in marginal tax rates within the MSA does not directly affect

commute times after controlling for observables including the marginal tax raid paid by the

household. We simply mean this exercise as a robustness check; our preferred method of

dealing with this concern is to argue that within the common labor market of the MSA, we

do not substantially mismeasure the counter-factual earnings.

The results of the IV strategy are presented in Table 6. The first stage F statistic is

strong and, as is evident, the marginal differentials are positively correlated with the average

differentials. Comparing the results to column (7) and (8) of Table 3, the effects of the average

tax rate differentials more than double for the full sample. For high-income households the

results are similar although the standard errors become larger. Key to this result is that all

of the signs – which are most important to link our empirics back to the theoretical result –

survive the IV strategy.

A final robustness exercise in this table is done to account for the fact that large MSAs

get a great deal of weight in the regression specifications. For example, from Table A.1 it is

clear that approximately two-ninths of the sample are households in the New York CBSA.

As we do not want to derive results that are dominated by a single CBSA and want results

that broadly generalizable, we re-estimate our baseline specification such that each MSA
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in the data set is given equal weight. This weighting approach treats Logan, UT and New

York City as equally sized clusters in the data. The results are strikingly similar, suggesting

that our previous finding are not driven by an idiosyncratic component specific to the large

metropolitan areas.

In Table A.4 (Appendix), we also show that the results are robust to using a dummy

variable approach for the high-tax state, to using the average tax differential in the MSA

and to restricting the sample to two-state MSAs.

4.4 Monetary Costs of Commutes
It would be useful to have a rough idea of the economic impact from these tax rate dif-

ferentials. Brownstone and Small (2005) estimate the median willingness to pay to reduce

commute times at thirty dollars an hour although noting substantial heterogeneity. Using

the largest coefficient estimates of the effects of the marginal tax rate (coefficient 0.13), a

one percentage point increases in marginal tax rates increases commute times by 8 seconds

per trip. Assuming an individual travels two trips (round trip) per day, works five days a

week for fifty-two weeks, this would result in an added cost of travel of approximately $35

dollars a year. This is an economically small magnitude.

Using the median willingness to pay and the average tax rate results for households

earning more than $52,000 in Table 4, we can also translate minutes to dollars. A one

percentage point change in the difference in average tax rates raises commutes by .24 minutes

in MSAs without reciprocity and lowers them by .32 minutes in MSAs with reciprocity

agreements. Here the effect rises to approximately $70 a year. This represents a lower bound

given that these higher-income households likely value their time more so. For households

with incomes over $500,000 the effect in MSAs with reciprocity is approximately $540 per

year if these households value their time at $30 an hour. Instead, if we use these household’s

labor earnings to place a value reflecting an opportunity cost of time based on an estimated

hourly wage, we obtain an effect over $2000 a year in MSAs with reciprocity. Given a one

percentage point change in the difference in average tax rates changes tax payments by just

over $5000, this is a significant fraction of the change in tax payments that is offset through

commuting.

Average tax rate differentials have economically meaningful effects – especially for high-

income households – but marginal tax rates have relatively small economic effects. This

suggests average tax rates are highly salient.

5 Conclusion
We present robust evidence that differences average tax rates distort a city’s spatial reach,

change commute times and commuting patterns. The mechanism by which average tax rates
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have such an effect is through changes in location of residents and employment. When taxes

are paid based on the location of residence, people will choose to reside in the lower tax side

of the city thereby expanding that side of the city. When taxes are paid on the location of

employment, firms move and tax avoidance occurs through changes in interstate commuting

patterns. In our empirical application, we are able to identify effects of differences in average

tax rate in multi-state MSAs that are opposite in sign between MSAs with reciprocity and

those without it.

For purposes of this paper, we do not attempt to identify whether commutes are longer

because of interstate commutes or because of expansion of the terminus.21 Our model shows

that commute times are a sufficient measure of this distortion and thus we focus on this

measure. We think that future research might address this question by analyzing precisely

geo-coded data on location of residence and work. Both expansions of the termini and

changes in interstate commuting patterns are costs associated with tax differences within

the MSA. Future research might also explore the effect of differences in average tax rates on

density, capitalization into wages and rents, and employment as summarized in corollary 1.

This paper suggests that policy discontinuities within an MSA have important implica-

tions for the efficient allocation of jobs and people within cities. Because policies, regulations,

and spending vary not only across cities, but within cities, this paper expands our under-

standing of decentralized governance in urban areas.
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Figure 1: Geographic Layout and Equilibrium

Figure 2: An Increase in the Tax with Reciprocity

Figure 3: An Increase in the Tax with No Reciprocity
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Figure 4: Map of Multi-State CBSA’s

Figure 5: Area and Tax Rates

Figure 6: Perimeter and Tax Rates
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Figure 7: Commute Times Tax Rates

Table 1: Explaining Reciprocity
Panel A: State Level Regressions

(1) (2) (3) (4) (5)

mtr 3.51

(2.11)

-4.42

(5.34)

atr 4.72**

(2.32)

9.95

(6.43)

commute

time

.007

(.020)

-.02

(.02)

interstate

commute

1.70

(1.28)

1.14

(1.40)

Number of

Observa-

tions

51 51 51 51 51

R2 .04 .07 .01 .04 .10

The dependent variable is equal to one if the state has at least

one reciprocity agreement. The independent variables are the

total marginal tax rate, the total average tax rate, the average

commute time, the fraction of workers with an interstate

commute. All standard errors are robust ***99%, **95%, and

*90%.

Panel B: Border Pair Regressions
(1) (2) (3) (4) (5)

∆mtr -3.03

(2.98)

-3.49

(3.90)

∆atr -.72

(3.78)

.28

(4.67)

∆commute time .01

(.03)

.02

(.03)

∆interstate

commute

3.23*

(1.70)

3.30*

(1.70)

Number of

Observations

57 57 57 57 57

R2 .02 .01 .01 .06 .09

The dependent variable is equal to one if the state-border pair

combination has a reciprocity agreement at the border. We only

use state-border pairs included in our sample of analysis. The

independent variables are the absolute value of the difference in:

the marginal tax rates, the the average tax rates across the states,

commute times and the interstate commutes. All standard errors

are robust ***99%, **95%, and *90%.

Table 2: Summary Statistics
Variable Full Sample R = 0 R = 1

Average Tax Rate
(Federal Plus State)

7.44
(14.86)

7.06
(15.33)

8.29
(13.74)

Differential (Absolute
Value)

1.62
(1.51)

1.83
(1.62)

1.62
(1.51)

Marginal Tax Rates
(Federal Plus State)

19.33
(17.92)

19.01
(18.31)

20.04
(17.03)

Interstate Commute .07
(.26)

.07
(.26)

.08
(.28)

Commute Time 28.07
(27.24)

28.07
(26.87)

27.87
(28.06)

N 888,017 599,535 288,482
This table displays the summary statistics for the full sample and conditional on

being in a reciprocity or no reciprocity CBSA. Interstate commute averages are

the average number of people in a household with an interstate commute.
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Table 3: Commute Time Results: Baseline Specification
(1) (2) (3) (4) (5) (6) (7) (8) (9)
No Controls / Fixed Effects With Fixed Effects With Fixed Effects and Controls

R = 0 R = 1 Pooled R = 0 R = 1 Pooled R = 0 R = 1 Pooled
mtr .246***

(.030)
.271***
(.048)

.246***
(.029)

.221***
(.022)

.225***
(.025)

.221***
(.021)

.043***
(.006)

.021***
(.003)

.040***
(.011)

mtr ∗R .025
(.056)

.004
(.032)

-.007
(.016)

4atr -.529**
(.241)

-.343
(.420)

-.529**
(.239)

-.360**
(.156)

-.231
(.261)

-.360**
(.155)

.050
(.072)

-.062
(.031)

.073
(.078)

4atr ∗R .185
(.479)

.131
(.301)

-.251**
(.115)

Live in Central City -.607
(1.070)

.670
(.755)

.080
(.825)

Number of Observations 599,535 288,482 888,017 599,535 288,482 888,017 599,535 288,482 888,017
R2 .028 .028 .029 .059 .072 .063 .253 .268 .255

CBSA Fixed Effects N N N Y Y Y Y Y Y
Year Fixed Effect N N N Y Y Y Y Y Y

Industry Fixed Effects N N N N N N Y Y Y
Household Controls N N N N N N Y Y Y

Policy Controls N N N N N N Y Y Y
Clustered SEs? Y Y Y Y Y Y Y Y Y

ACS Sample Weights? Y Y Y Y Y Y Y Y Y
The table presents the results of equation 16 where the dependent variable is the total commute time of the household and the average tax

differential is defined in the text. Columns (1)-(3) include only the tax variables and an intercept term. Columns (4)-(6) add CBSA and year
dummies. Columns (7)-(9) add the controls listed in the appendix. The dependent variable is the household commute time, the variable R is one
when the CBSA has a reciprocity agreement in place, mtr is the marginal tax rate paid, and 4atr is the average tax rate in the state of residence

minus the counter-factual average tax rate. All standard errors are clustered at the CBSA level. ***99%, **95%, and *90%.

Table 4: Commute Time Results: Heterogeneity by Income and Homeownership
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Different Levels of Income Homeownership Status
Income Level < 30,000 >52,000 > 75,000 > 500,000 Homeowner Renter Homeowner

& Income
<30,000

Homeowner
& Income
<75,000

Renter &
Income <

75,000
Pooled or Split Sample? Pooled Pooled Pooled Pooled Pooled Pooled Pooled Pooled Pooled

mtr .035***
(.003)

.134***
(.020)

.133***
(.018)

.084
(.095)

.072***
(.018)

.028***
(.008)

.041***
(.006)

.047***
(.006)

.031***
(.004)

mtr ∗R -.014*
(.008)

-.065*
(.034)

-.066*
(.036)

-.057
(.070)

-.031
(.029)

-.005
(.009)

-.015**
(.007)

-.028**
(.011)

-.011
(.010)

4atr -.055
(.047)

.236*
(.119)

.226
(.148)

.976
(.760)

.186
(.116)

-.020
(.055)

-.019
(.065)

.125
(.119)

-.014
(.051)

4atr ∗R .027
(.083)

-.566***
(.191)

-.561***
(.197)

-3.114**
(1.514)

-.526***
(.156)

.064
(.084)

-.169
(.109)

-.364**
(.167)

.050
(.083)

Live in Central City .731
(.608)

-.821
(1.446)

-.934
(1.791)

-9.397**
(3.751)

-.079
(.902)

.191
(.659)

.775
(.774)

.163
(.663)

.488
(.580)

Number of Observations 217,426 442,306 284,263 6316 609,356 278,661 91,941 359,080 244,674
R2 .241 .245 .266 .332 .262 .229 .229 .208 .228

CBSA Fixed Effects Y Y Y Y Y Y Y Y Y
Year Fixed Effect Y Y Y Y Y Y Y Y Y

Industry Fixed Effects Y Y Y Y Y Y Y Y Y
Controls: Household and

Policy
Y Y Y Y Y Y Y Y Y

Clustered SEs? Y Y Y Y Y Y Y Y Y
ACS Sample Weights? Y Y Y Y Y Y Y Y Y

The table cuts the sample by income. The first column uses only households in the bottom quartile of the income distribution. Column (2) uses
households who are above the median household income. Column (3) uses households above the mean household income. The fourth column uses

households with incomes above 500,000. Columns (5) and (6) focus on homeowners and renters, respectively. Columns (7)-(9) look at lower income
households by homeownership status. The dependent variable is the household commute time, the variable R is one when the CBSA has a

reciprocity agreement in place, mtr is the marginal tax rate paid, and 4atr is the average tax rate in the state of residence minus the
counter-factual average tax rate. All standard errors are clustered at the CBSA level. ***99%, **95%, and *90%.
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Table 5: Commute Time Results: Heterogeneity from Geography
(1) (2) (3) (4) (5) (6)

River Borders Wharton Regulation Index
Specific Restriction Rivers Non-Rivers Least

Restrictive
Zoning

Most
Restrictive

Zoning

Least
Restrictive
Zoning &
Income >

75,000

Most
Restrictive
Zoning &
Income >

75,000
Pooled or Split Sample? Pooled Pooled Pooled Pooled Pooled Pooled

mtr .012
(.012)

.044***
(.007)

.017
(.011)

.023
(.021)

-.068
(.088)

.116**
(.040)

mtr ∗R .019
(.019)

-.042***
(.014)

-.016
(.026)

.001
(.026)

.131
(.11)

.007
(.036)

4atr .246*
(.145)

-.055
(.059)

.228*
(.122)

-.047
(.164)

.217
(.272)

-.167
(.207)

4atr ∗R -.330**
(.148)

-.156
(.186)

-.306*
(.166)

.355
(.204)

-.794**
(.289)

.186
(.428)

Live in Central City .144
(.543)

-.147
(1.254)

.233
(1.471)

-2.343
(2.348)

3.704
(4.600)

-3.224
(3.322)

Number of Observations 421,510 466,507 52,697 137,465 4890 47,858
R2 .261 .255 .220 .239 .243 .248

CBSA & Year Fixed Effects Y Y Y Y Y Y
Industry Fixed Effects Y Y Y Y Y Y

Controls: HH and Policy Y Y Y Y Y Y
The table cuts the sample by different geographic restrictions. The first column uses only cities where the border is a river.
Column (2) uses cities where the border is partly linear. The remaining columns cut the sample based on the Gyourko, Saiz

and Summers (2008) zoning regulation index. Column (3) uses only observations in the quartile of the least restrictive zoning
index . The fourth column uses cities with the most restrictive zoning index. The last two columns focus on high income

earners in the least restrictive and most restrictive cities, respectively. The dependent variable is the household commute time,
the variable R is one when the CBSA has a reciprocity agreement in place, mtr is the marginal tax rate paid, and 4atr is the
average tax rate in the state of residence minus the counter-factual average tax rate. All standard errors are clustered at the

CBSA level and all regressions use ACS household weights. ***99%, **95%, and *90%.

Table 6: Commute Time Results: Other Robustness Checks
(1) (2) (3) (4) (5) (6) (7)

IV Results Equal MSA Weighting
Specific Model IV IV IV - high

income
IV - high
income

OLS OLS OLS

Pooled or Split Sample? R = 0 R = 1 R = 0 R = 1 R = 0 R = 1 Pooled
mtr .038***

(.004)
.019***
(.003)

.123***
(.013)

.078***
(.018)

.031***
(.007)

.025***
(.005)

.022**
(.009)

mtr ∗R .017
(.016)

4atr .381**
(.188)

-.155
(.189)

.311
(.204)

-.682
(.509)

.192**
(.091)

-.132*
(.076)

.187*
(.097)

4atr ∗R -.337**
(.148)

Live in Central City -.672
(1.058)

.776
(.727)

-2.686
(2.170)

1.395
(1.203)

-.168
(.997)

-.387
(1.018)

-.082
(.598)

Number of Observations 599,535 288,482 187,233 97,030 599,535 288,482 888,017
R2 .252 .268 .270 .271 .213 .233 .221

F-Statistic 16.932 49.442 20.172 10.236 - - -
First Stage Coefficient .370***

(.090)
.133***
(.019)

.490***
(.109)

.154***
(.048)

- - -

CBSA &Year Fixed Effects Y Y Y Y Y Y Y
Industry Fixed Effects Y Y Y Y Y Y Y

Controls: HH and Policy Y Y Y Y Y Y Y
Columns (1)-(4) use the difference in the own marginal tax rate and counter-factual marginal tax rate as an
instrument for the average tax rate differential. The first two columns use the full sample and the next two
columns use only households with an income greater than the mean income in the sample. The last three

columns weight each observation such that each CBSA is given equal weight in the sample; the estimation of
these regressions are by OLS. The dependent variable is the household commute time, the variable R is one

when the CBSA has a reciprocity agreement in place, mtr is the marginal tax rate paid, and 4atr is the average
tax rate in the state of residence minus the counter-factual average tax rate. All standard errors are clustered at

the CBSA level. ***99%, **95%, and *90%.
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A Appendix (Online Only)

A.1 Derivation of Proposition 1

In addition to the equal utility conditions, (1) - (3), another equal utility condition,

V
(
wi − criT − T ip∗

)
= V

(
wi − cr − T ipi (i)

)
, i = 1, 2 (A.1)

implies equal utility for all residents of the same state in the MSA. Then differentiating (A.1)

with respect to riT for i = 1, 2 for the respective states in the MSA and solving for dpi(r)

driT

gives
dpi (r)

driT
=

c

l (pi (r))
= cN i(pi (r)) > 0, i = 1, 2 (A.2)

the rent gradient throughout the state. Differentiating (A.1) with respect to r gives

dpi (r)

dr
= − c

l (pi (r))
, i = 1, 2. (A.3)

Two lemmas will be useful in deriving Propositions 1 and 2:

Lemma 1. Each combination of (w1, w2, E1, E2) is unique, that is, any value of w1 uniquely

determines the values of (w2, E1, E2).

Any wage rate, w1 is associated with a unique level of employment in state 1, E1 given

by w1 = f ′1(E1). Then as the level employment in state 1 determines the level in state 2

(E2 = N − E1), the wage in state 2 is also determined by E1, w2 = f ′2 (N − E1) .

Lemma 2. Each combination (r1
T , r

2
T , N

1, N2) is unique, that is, any value of r1
T uniquely

determines the values of (r2
T , N

1, N2).

From (A.2) and (A.3) it follows that given r1
T land rent, p1 (r) at any r in state 1 is

determined. Then the population at each r, N1 (r), is also determined as the total population

in state 1, N1. Then this determines the total population of state 2 and the terminus,

r2
T , is determined by the condition that the demand for land equals the supply of land or´ r2T
0
N2 (r) dr = r2

T with the requirement that the land rent gradients in state 2 are defined

by (A.2) and (A.3).

Then differentiating (1) with respect to T 1 gives

dw1

dT 1
− c dr

1
T

dT 1
− 1 =

dw2

dT 1
− c dr

2
T

dT 1
. (A.4)
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When states have reciprocity, another relationship between the wages in the two states

and the change in the tax rate in state 1 can be found by differentiating (2) to obtain

dw1

dT 1
− dw2

dT 1
= 0. (A.5)

where if there is to be an equal change in wage rates in the two states then by Lemma 1 it

must be the case that neither wage changes. For the case of no reciprocity differentiating

(3) gives
dw1

dT 1
− 1 =

dw2

dT 1
. (A.6)

Equations (A.5) and (A.6) show, respectively, that in the case of MSAs with reciprocity,

the tax differential is not capitalized into wages and in the case of MSAs without reciprocity

it is fully capitalized into wages. Then using (A.5) in (A.4) gives

dr2
T

dT 1
=

1

c
+
dr1

T

dT 1
(A.7)

for the case with reciprocity. When there is no reciprocity between the two states, using

(A.6) in (A.4) gives
dr2

T

dT 1
=
dr1

T

dT 1
= 0, (A.8)

where if there is to be an equal change in the termini by Lemma 2 it must equal zero. Dif-

ferentiating the labor market equilibrium conditions (4) establishes the relationship between

changes in wages and employment in the two states that occur as a result of the increase in

taxes in state 1. Then, differentiating (4) gives

f1”
((
N1

T +
´ r1T

0
dN1(r)

dr1T
dr
)

dr1T
T 1 +

(´ r̃2
0

dN2(r)

dr2T
dr
)

dr2T
T 1 +Nr̃2

dr̃2

T 1

)
= dw1

dT 1 = 0

and

f2”
((
N2

T +
´ r2T
r̃2

dN2(r)

dr2T
dr
)

dr2T
T 1 −Nr̃2

dr̃2

T 1

)
= dw2

dT 1 = 0

(A.9)

where N i
T ≡ N (p∗) , i = 1, 2, the population near the terminus of the state and Nr̃2 ≡

N (p2 (r̃)), the population at the fringe of those commuting from state 2 to 1. Next, we

can consider the impact of the tax increase on the equilibrium population distribution be-

tween the two states. Then, differentiating the population clearing condition
´ r1T

0
N1 (r) dr+´ r2T

0
N2 (r) dr = N yieldsN1

T +

r1Tˆ

0

dN1 (r)

dr1
T

dr

 dr1
T

dT 1
+

N2
T +

r2Tˆ

0

dN2 (r)

dr2
T

dr

 dr2
T

dT 1
= 0 (A.10)
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Both bracketed terms are positive and denoted by dN i

driT
. Then solving (A.9) and (A.10) gives

(6) and (7).

In the case in which there is no reciprocity, differentiating (4) and applying (A.8) gives

f1”
(
Nr̃2

dr̃2

T 1

)
= dw1

dT 1 and − f2”
(
−Nr̃2

dr̃2

T 1

)
= dw2

dT 1 . (A.11)

Then solving (A.11) and (A.6) gives (9) and (10).

A.2 Derivation of Corollary 1

In MSAs with reciprocity, from (A.2) and (6) it follows that the decrease in r1
T will decrease

land rents throughout the state (b), decreasing the population density (c) and therefore the

total population in state 1 (a). From (A.5) there is no change in the net wage and therefore

the employment in state 1 will not change (d) and (e). The same reasoning applies for the

impacts in state 2.

In MSAs with no reciprocity, as neither termini changes (A.8) then neither land rents

nor population are affected by the tax increase as both are determined by r1
T (a), (b) and

(c). From (9) wages in state 1 increase and wages in state 2 decrease (d) and it follows that

employment in state 2 must increase and employment in state 1 decreases (e).

A.3 Derivation of the Impact of a Tax Increase on the Population

Gradient
(
dN i(r)
dT 1

)
As seen in Proposition 2 to be able to sign the impact of an increase in the the tax rate on

average commuting times requires determining how the population gradient changes with an

increase in T 1, dN i(r)
dT 1 . Recall that N i (r) = 1

l(pi(r))
. Then differentiating with respect to T 1

yields
dN i (r)

dT 1
= − 1

l (pi (r))2

∂l (pi (r))

∂pi (r)

dpi (r)

driT

driT
dT 1

(A.12)

Then substituting for dpi(r)

driT
using (A.2) gives

dN i (r)

dT 1
= − 1

l (pi (r))2

∂l (pi (r))

∂pi (r)

c

l (pi (r))

driT
dT 1

= − c

l (pi (r))3

∂l (pi (r))

∂pi (r)

driT
dT 1

. (A.13)

Then substituting N i (r) = 1
l(pi(r))

and ε = −∂l(pi(r))
∂pi(r)

pi(r)
l(pi(r))

yields

dN i (r)

dT 1
= cε

N i (r)

pi (r) l (pi (r))

driT
dT 1

(A.14)
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or, in percentage terms, ˆN i (r)=

dNi(r)

dri
T

N i(r)
,

ˆN i (r) =
cε

pi (r) l (pi (r))
. (A.15)

Then from (A.15) we can see that if ε < 1, spending on land per household (pi (r) l (pi (r)))

will be lower the further from the CBD (and the lower the pi (r)) and therefore the percentage

change in population will be greater; if ε > 1 the reverse is true – spending on land per

household will be greater the further away from the CBD and therefore the percentage

change in population is smaller; and if ε = 1 the percentage change in population is the

same throughout the state.

A.4 Derivation of Proposition 2

Differentiating (11) with respect to T 1 gives

dAC1

dT 1 =
N1

T

N1 (cr1
T − AC1)

dr1T
dT 1 + 1

N1

(´ r1T
0
N1 (r) (cr − AC1) N̂1 (r) dr

)
driT
dT 1

and
dAC2

dT 1 =
N2

T

N i (cr2
T − AC2)

dr2T
dT 1 + 1

N2

(´ r2T
0
N2 (r) (cr − AC2) N̂2 (r) dr

)
dr2T
dT 1 +

Nr̃2

N2 S
dr̃2

dT 1 .

(A.16)

where we substitute N i (r) · N̂ i (r) for dN i(r)

driT
.

Then as apparent in (A.16), for state 1, the impact of a tax increase on commut-

ing times can be decomposed into two components. The first is the impact due to a

change in the termini of the state. An expansion of the state’s borders will increase av-

erage commute times as these commuters will have longer commutes than the average

(criT − ACi > 0). Then the sign of this term is simply the sign of
driT
dT 1 . The sign of the

term
(´ riT

0
N1 (r) (cr − ACi) ˆN i (r)dr

)
depends on how equilibrium changes in land prices in

the state affect the distribution of the population – specifically, in percentage terms, are

the increases in population greater nearer the CBD where commuting costs are less than

the average cost (ACi) or near the fringe of the MSA where commuting costs are much

higher. As shown in (A.3) if ε = 1 then ˆN i (r) is a constant and the term equals zero

as
´ riT

0
N i (r) crN̂ i (r) dr =

´ riT
0
N i (r)ACiN̂ i (r) dr; if ε < [>]1, N̂ i (r) increases (decreases)

with r and
´ riT

0
N i (r) crN̂ i (r) dr > [<]

´ riT
0
N i (r)ACiN̂ i (r) dr making

´ riT
0
N i (r) (cr − ACi) N̂ i (r) dr

positive [negative].

Then if ε < 1, sign
(

dAC1

dT 1

)
= sign

(
dr1T
dT 1

)
and for the case with reciprocity sign

(
dAC2

dT 1

)
=

sign
(

dr2T
dT 1

)
. Then when there are reciprocity agreements, it follows that as

dr1T
dT 1 < 0 then
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dAC1

dT 1 < 0 and as
dr2T
dT 1 > 0 then dAC2

dT 1 > 0. In the absence of reciprocity agreements,
dr1T
dT 1 =

dr2T
dT 1 = 0 and dr̃2

dT 1 < 0 so that dAC1

dT 1 = 0 and dAC2

dT 1 < 0.

A.5 Derivation of Proposition 3

As most of the results stated in Proposition 3 follow from our analysis of the case with

identical individuals, we shall provide a brief sketch of the proof.

The Case with Reciprocity

An Increase in T 1
H

We can differentiate an equal utility condition at the termini, similar to (1) to obtain

dw1
H

dT 1
H

− c dr
1
T

dT 1
H

− 1 =
dw2

dT 1
H

− c dr
2
T

dT 1
H

(A.17)

and an equal utility condition for high-skilled commuters from state 2 to state 1 similar to

(2) to obtain
dw1

H

dT 1
H

− dw2
H

dT 1
H

= 0. (A.18)

where it follows from Lemma 1, that if the changes in wages are to be equal in both states

then both must equal zero. Then it follows there will be no change in employment as well.

Then, analogous to the case with one income group using (A.18) in (A.17) gives

dr2
T

dT 1
H

=
1

c
+
dr1

T

dT 1
H

. (A.19)

Then from Lemma 2 it follows that if
dr2T
dT 1

H
>

dr1T
dT 1

H
that

dr2T
dT 1

H
> 0 and

dr1T
dT 1

H
< 0. The impacts

on commuting times for the high-skilled workers are analogous to the case with one income

group and if ε ≤ 1. The low-skilled workers are unaffected by the increase in T 1
H as neither

T 1
H, riT , nor wi

H enter their equal-utility conditions.

An Increase in T 1
L

In this case, the high-skilled workers are unaffected as T 1
L does not enter either of their

equal-utility conditions. For low-skilled workers, differentiating (15) with respect to T 1
L gives

dw1
L

dT 1
L

− 1− lL
(
p1
(
r̂1
)) dp1 (r̂1)

dT 1
L

=
dw2

L

dT 1
L

− lL
(
p2
(
r̂2
)) dp2 (r̂2)

dT 2
L

. (A.20)

Differentiating the equal utility condition for low-skilled workers commuting from state 2 to
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state 1 (analogous to (2)), gives
dw1

L

dT 1
L

=
dw2

L

dT 1
L

= 0. (A.21)

As with the effect of increase in T 1
H on high-skilled workers, T 1

L has no impact on wages in

either state. Then for the impact is on land prices, using (A.21) in(A.20) we obtain

dp2 (r̂2)

dT 2
L

=
lL (p1 (r̂1))

lL (p2 (r̂2))

dp1 (r̂1)

dT 1
L

+
1

lL (p2 (r̂2))
. (A.22)

Then differentiating the market clearing condition for low-skilled population in the MSA

gives

ˆ r̂1

0

N1
L (r)

N̂1
L (r)

p1 (r) l (p1 (r))
dr

dp1
(
r̂1
)

dT 1
L

+

ˆ r̂2

0

N2
L (r)

N̂2
L (r)

p2 (r) l (p2 (r))
dr

dp2
(
r̂2
)

dT 2
L

 = 0

(A.23)

where N̂ i
L (r) =

dNi
L(r)

dpi( ˆ
ri)/N

i
L(r), the percentage change in the population due to an increase in

rent at location r. Then from (A.22) and (A.23) we obtain
dp1(r̂1)
dT 1

L
< 0 and

dp2(r̂2)
dT 1

L
> 0. It

follows that the population of state 1 decreases and that of state 2 increases. As employment

is unchanged (no change in wages) there is an increase in interstate commuters from state 2

to state 1. If ε < 1 then the percentage changes in population are greatest further from the

CBD. Then assuming ε < 1, average commute times in in state 1 fall and they rise in state

2.

The Case in the Absence of Reciprocity

An Increase in T 1
H

We can be briefer here as, again, the effects of the tax increase on high-skilled workers are

analogous to the case with a single income class. As in that case, the distinction between reci-

procity and non-reciprocity is the tax implication for interstate commuters. Differentiating

an equal utility condition similar to (2) for them gives

dw1
H

dT 1
H

− 1 =
dw2

H

dT 1
H

. (A.24)

Then (A.24) and (A.17) gives
dr1

T

dT 1
H

=
dr2

T

dT 1
H

= 0 (A.25)

where, again, Lemma 2 is applied to obtain no effect of the tax increase on the size of the

MSA. Then, the population distribution of high-skilled workers in the MSA is unchanged.
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However as the wage rate in state 1 increases relative to state 2, employment in state 1

decreases meaning fewer interstate commutes from state 2 to state 1. Then while the high-

skilled workers in state 1 commute times are unaffected by the tax increase there is a reduc-

tion commute times for workers residing in state 2 as fewer undertake interstate commutes.

Again, low-skilled workers are unaffected.

An Increase in T 1
L

Again, high-skilled workers are unaffected by the increase in T 1
L. Differentiating the

equal-utility condition for low-skilled commuters gives

dw1
L

dT 1
L

− 1 =
dw2

L

dT 1
L

. (A.26)

Then using (A.26) in (A.22) gives

dp2 (r̂2)

dT 2
L

=
dp1 (r̂1)

dT 1
L

= 0. (A.27)

No change in land prices at the termini for low-skilled workers means no change in land

prices and, therefore, population in either state. However as the wage for low-skilled workers

increases relative to high-skilled workers, there is a decrease in employment in state 1 and

increase in state 2. Then for low-skilled workers in state 1 commuting times are unaffected;

as employment in state 1 decreases there should be fewer interstate commuters from state 2

and state 1 reducing average commute times there.

A.6 Data Cleaning

We restrict the sample to households in the ACS that live in a Metropolitan or Micropolitan

Statistical Area – known as a 2010 Combined Statistical Area (CBSA) – that crosses state

lines. To ensure a focus on commuting we eliminate any households that report that they

reside on a working farm and anyone living in institutional quarters; households not in the

labor force (mostly seniors) are also excluded from the analysis. Households consisting of

more than one family or unrelated adults are excluded as well to try to focus on a unit

(family) that makes a joint location decision. Adults who are currently in school are also

excluded. Then the unit of observation is a one person household or family household with

the family household consisting of the household head and spouse if the spouse is present. As

households in the ACS are identified by PUMA not CBSA, we need to match PUMAs with

CBSAs. This is done using a program available from the Missouri Census Data Center.22

22For a description of the geographical matching program available from the Missouri Census Data Center,
please see http://mcdc.missouri.edu/ .
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It should be noted that for some of the smaller CBSAs the PUMA extends beyond the

defined borders of the CBSA that are based on counties and includes counties considered

rural. The matching program from the Missouri Census Data Center reports the percentage

of households in the PUMA that reside in each county in the PUMA. If the percentage of

the population residing in counties in the PUMA that are also in the CBSA is extremely

low (10%) we exclude that PUMA from our analysis. In cases where the PUMAs cross into

multiple CBSAs, we merge the CBSAs and are left with fifty-one areas that cross state lines.

To calculate tax rates across the MSAs we calculate the average tax payment and the

marginal tax rate (federal and state) conditional on being in either state of the cross-border

MSA using the NBER’s TAXSIM program (Feenberg and Coutts 1993). Most of the data

needed to calculate tax liability using TAXSIM is found in the IPUMS. However, there are

few components that are unavailable. While IPUMS reports quite detailed information about

income including pensions, interest, social security, and transfers in addition to earnings

it does not include state income tax refunds or taxable capital gains income. These we

simply omit from the calculation, but we use reported interest and business income as the

basis of property income. IPUMS does report two major deductions for state income taxes,

mortgage payments and property taxes though it does not report the amount of mortgage

interest payments. In our calculations we simply treat the entire mortgage payment as

interest; the key is we make the same assumptions in both states. We do not attempt to

impute other state and local taxes that might be deductible. IPUMS does not report tax-

deductible contributions. For these we follow the NBER practice of imputing charitable

contributions.23 In some circumstances, a household’s tax payment is negative because they

are able to receive credits. In cases where an household has a very small amount of total

income or has small losses, their average tax rate can be extremely negative or extremely

positive (several thousand percent). We view this as observations driven by idiosyncratic

shocks. To prevent the analysis from being driven by outliers, we winsorize the top and

bottom half of one percent of this variable; the results are robust to simply excluding these

observations from the data.

For three state MSAs, we define the MSA as having a reciprocity agreement if the two

most populous regions of the MSA have a reciprocity agreement; again the only CBSA

where population is significantly concentrated across three states is the DC metro area and

Maryland, Virginia, and D.C. all have reciprocity agreements.

23We use the NBER formula of $100 + 2% of income used to calculate state tax rates for “representative”
taxpayers though at the NBER site (http://users.nber.org/˜taxsim/state-tax-tables/) it is noted that “[t]hese
ratios are not intended to be typical or average, merely not unreasonable.”
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Table A.1: Descriptive Statistics of CBSA’s in Sample
NAME MSA? Area Population Density Households HH in

IPUMS
Merged CBSA

Allentown-Bethlehem-Easton, PA-NJ 1,476 821,173 557 315,712 6,125
Augusta-Richmond County, GA-SC 3,325 556,877 168 212,245 10,399

Berlin, NH-VT N 2,505 39,361 16 16,989 Claremont
Bluefield, WV-VA N 941 107,342 114 45,052 2,826

Boston-Cambridge-Quincy, MA-NH 3,619 4,552,402 1,009 1,760,584 42,059
Burlington, IA-IL N 825 47,656 58 20,152 Fort Madison

Cape Girardeau-Jackson, MO-IL 1,460 96,275 66 38,024 Paducah
Charlotte-Gastonia-Rock Hill, NC-SC 3,147 1,758,038 559 671,229 27,471

Chattanooga, TN-GA 2,138 528,143 247 210,867 9,442
Chicago-Joliet-Naperville, IL-IN-WI 7,304 9,461,105 988 3,475,726 80,981
Cincinnati-Middletown, OH-KY-IN 4,466 2,130,151 477 830,608 22,796

Claremont, NH N 552 43,742 79 18,126 7,622
Clarksville, TN-KY 2,242 273,949 122 101,086 3,153
Columbus, GA-AL 1,960 294,865 151 113,239 10,665

Cumberland, MD-WV 759 103,299 136 40,727 Hagerstown
Davenport-Moline-Rock Island, IA-IL 2,314 379,690 164 155,175 7,726

Duluth, MN-WI 8,949 279,771 30 116,876 7,165
Evansville, IN-KY 2,348 358,676 153 144,362 4,274

Fargo, ND-MN 2,821 208,777 74 86,178 5,226
Fayetteville-Springdale-Rogers, AR-MO 3,213 463,204 144 173,054 7,216

Fort Madison-Keokuk, IA-MO N 1,051 43,001 41 17,543 3,939
Fort Smith, AR-OK 4,093 298,592 73 115,169 6,765

Grand Forks, ND-MN 3,437 98,461 29 40,121 Fargo
Hagerstown-Martinsburg, MD-WV 1,019 269,140 264 102,845 4,994
Huntington-Ashland, WV-KY-OH 1,774 287,702 162 118,002 5,169

Iron Mountain, MI-WI N 1,275 30,591 24 13,346 7,936
Jackson, WY-ID N 4,667 31,464 7 12,624 4,606

Kansas City, MO-KS 7,950 2,035,334 256 799,637 25,613
Kingsport-Bristol-Bristol, TN-VA 2,047 309,544 151 130,138 3,995

La Crosse, WI-MN 1,049 133,665 128 53,986 3,277
Lebanon, NH-VT N 3,419 174,724 51 72,626 Claremont
Lewiston, ID-WA 1,497 60,888 41 25,477 3,411

Logan, UT-ID 1,841 125,442 68 38,801 4,828
Louisville-Jefferson County, KY-IN 4,196 1,283,566 306 514,214 15,529

Marinette, WI-MI N 2,482 65,778 23 28,448 Iron Mountain
Memphis, TN-MS-AR 4,699 1,316,100 280 491,198 15,266

Minneapolis-St. Paul-Bloomington,
MN-WI

6,364 3,279,833 516 1,272,677 35,308

Natchez, MS-LA N 1,235 53,119 43 20,256 3,460
New York-Northern New Jersey-Long

Island, NY-NJ-PA
7,360 18,897,109 2,052 6,918,950 208,061

Omaha-Council Bluffs, NE-IA 4,407 865,350 196 334,379 8,503
Ontario, OR-ID N 10,340 53,936 5 18,673 2,719
Paducah, KY-IL N 1,126 98,762 88 41,971 4,066

Parkersburg-Marietta-Vienna, WV-OH 1,386 162,056 117 67,410 Point Pleasant
Philadelphia-Camden-Wilmington,

PA-NJ-DE-MD
4,758 5,965,343 1,225 2,260,312 56,616

Point Pleasant, WV-OH N 916 58,258 64 23,211 2,533
Portland-Vancouver-Hillsboro, OR-WA 6,821 2,226,009 326 867,794 25,452

Providence-New Bedford-Fall River,
RI-MA

1,670 1,600,852 716 626,610 20,092

Quincy, IL-MO N 1,382 77,314 56 31,249 3,843
Sioux City, IA-NE-SD 2,095 143,577 69 54,396 6,048

South Bend-Mishawaka, IN-MI 970 319,224 329 123,673 5,893
St. Joseph, MO-KS 1,675 127,329 76 48,184 5,288
St. Louis, MO-IL 8,844 2,812,896 318 1,119,020 33,015

Steubenville-Weirton, OH-WV 591 124,454 211 52,426 Wheeling
Texarkana, TX-Texarkana, AR 1,561 136,027 87 51,888 2,905

Union City, TN-KY N 786 38,620 49 15,941 5,086
Virginia Beach-Norfolk-Newport News,

VA-NC
2,944 1,671,683 429 628,572 18,073

Wahpeton, ND-MN N 2,197 22,897 10 9,341 4,395
Washington-Arlington-Alexandria,

DC-VA-MD-WV
5,925 5,582,170 926 2,074,730 71,746

Wheeling, WV-OH 962 147,950 154 61,462 3,798
Winchester, VA-WV 1,069 128,472 120 49,066 Hagerstown

Youngstown-Warren-Boardman, OH-PA 1,744 565,773 324 231,165 8,103
Total 181,987 74,227,501 28,123,542 895,477

MSA? equals N if a micropolitan area. Area is measured in square miles. The last column indicated if the CBSA is merged with another CBSA because of over-lapping PUMAs.
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A.7 List of Control Variables

In addition to CBSA and time fixed effects, all regressions have the following control.

Family-level Controls

• Married

• Homeowner

• Number of children

• A cubic polynomial in total income.

• A dummy variable if the family lives in the state that the central city is located within.

• Mortgage payments (if homeowner).

• Rent payments (if a renter).

• Effective property tax rate.

Person-Specific Demographic Controls. All demographic control variables are included

for person one. The same demographic control variables are included for person two, but

interacted with a dummy variable for whether the household has two persons living in it.

• Education

• Race

• Gender

• Age

• Citizen

Person-Specific Economic Controls. All of these control control variables are included

for person one. The same demographic control variables are included for person two, but

interacted with a dummy variable for whether the household has two persons living in it.

• Work at home

• Drive to work using an automobile

• Work outside the MSA

• Work in the central city
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• A series of occupation dummies for finance, management, computers, science, commu-

nity, legal, education, media, health, health support, protection, food, maintenance,

sales, service, office, farming, construction, extraction, installation, production, trans-

portation, military, home.

State and Local Government Policies

• Property tax rate (equal to property tax payments divided by the value of a house).

• Difference in gas tax rates.

• Difference in sales tax rates.

• The difference in state highway spending across the states.

• Per pupil education spending (local level aggregated to the particular state of resi-

dence).

• The log of school enrollment.

A.8 A Non-linear ATR Specification

In Table A.2 we relax the linearity of the response to the tax differentials and marginal tax

rates by including a flexible third order polynomial in both of these terms. We then calculate

the marginal effects at various points in the distribution of tax rates and differentials. In

MSAs without reciprocity, higher marginal tax rates are associated with longer commutes.

Various levels of atr differentials are statistically indistinguishable from each other. This is a

nice verification that the linear parametrization performs quite well. Thus, we proceed with

the linear specification in the text.

A.9 Recent Movers

In Table A.3 we again search for an asymmetric response to test for whether the effects are

strongest for recent movers relative to households that have lived in the same place many

years. We hypothesize that although (theoretically) households can change their place of

residence or job each year based on tax policy changes, because of frictions households who

optimally made a location choice twenty years ago should be less likely to have a discernible

effect of tax rates on commutes. Over the past twenty years, state income tax codes have

undergone many changes and a location decision that was optimal on the basis of taxes

then may no longer be optimal. However, for recent movers, these households should have
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Table A.2: Commute Time Results: Size of Tax Differential
(1) (2)

R = 0 R = 1
mtr: mean derivative .079***

(.016)
.013

(.008)
mtr: at mtr = 10 .060***

(.008)
.041***
(.007)

mtr: at mtr = 30 .097***
(.021)

.003
(.011)

4atr: mean derivative .047
(.078)

-.113
(.107)

4atr: at 4atr = −2 .043
(.115)

-.138
(.091)

4atr: at 4atr = 2 .056
(.110)

-.049
(.149)

Number of Observations 599,535 288,482
R2 .253 .267

CBSA Fixed Effects Y Y
Year Fixed Effect Y Y

Industry Fixed Effects Y Y
Controls: Household and

Policy
Y Y

Clustered SEs? Y Y
ACS Sample Weights? Y Y
This table estimates the baseline expression (full

sample) where mtr and 4atr enter as a cubic function.
Each cell reports the marginal effects. The first row is

the mean derivative. The second two rows are the
marginal effects evaluated at a particular point. The

dependent variable is the household commute time, the
variable R is one when the CBSA has a reciprocity

agreement in place, mtr is the marginal tax rate paid,
and 4atr is the average tax rate in the state of

residence minus the counter-factual average tax rate.
All standard errors are clustered at the CBSA level.

***99%, **95%, and *90%.
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made their location decisions on the basis of the most recent tax policies and therefore, we

expect these households to be most sensitive to tax differentials. We focus on high income

households in this table given that the previous table shows it is these households who are

most sensitive to atr differentials.

When looking at the effect of marginal tax rates, we unexpectedly see that for recent

high-income movers, the marginal tax rates are associated with negative effects on commute

times. However, the effect of the average tax rate differentials are of the expected sign and

extremely large. In MSAs with reciprocity, a one percentage point in the tax differential

changes commute times by about four minutes. This suggest that for recent movers to the

area, the residence and job location decisions are strongly determined on the basis of the

average tax differential, but that the marginal tax rate has a smaller effect. Comparing

the coefficients of the the average tax rate differential, the effect is extremely large relative

to non-movers in MSAs with reciprocity. It is reassuring that almost nothing is significant

for superstar households that have not moved in more than twenty years. For households

that moved more than ten years ago some variables remain significant and the effects in no

reciprocity states are similar for recent movers and for non-movers. Despite changes in the

tax system, even for households who have not moved in ten years, the tax differentials are

of the expected sign. This could be a result of two reasons: (1) households that had large

tax shocks away from their optimal location and place of work have already moved and the

residents who stay are likely the residents who are still close to their optimum even under

a new tax structure or (2) the tax system changes may be relatively small and exhibit path

dependence (Bleakley and Lin 2012).

A.10 Additional Robustness Checks

In this sub-section we shift our focus to address certain econometric concerns. First, the

reader may worry about measurement error in the tax rates given that we simulate them

(using possibly top coded) data. Although use of TAXSIM is standard, we address this

concern by relying on a dummy variable approach rather than an approach that uses the

actual size of the tax differential. Under this approach H takes on a value of one if the

counter-factual tax rate is less than the own state tax rate and zero otherwise. Although

measurement error may result us in coding the dummy variable incorrectly, this will only be

the case for tax differentials where the tax rate and the counter-factual tax rate are extremely

similar. Thus, the dummy variable approach will reduce measurement error concerns –

especially for high income households where tax differentials are likely large across states.

Second, the dummy variable approach will allow us to study the effects of tax differentials
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Table A.3: Commute Time Results: Robustness
(1) (2) (3) (4)
Recent Movers Not Recent Movers

Specific Restriction Moved
Last Year

Moved
Last Two

Years

Moved
Over 10

Years Ago

Moved
Over 20

Years Ago
Pooled or Split Sample? Pooled Pooled Pooled Pooled

mtr -1.090***
(.169)

-.744***
(.136)

.294**
(.117)

.241
(.273)

mtr ∗R -1.145**
(.527)

-.199
(.346)

.102
(.232)

.427
(.384)

4atr 2.982**
(1.290)

3.237**
(1.418)

2.844***
(.683)

2.708***
(.678)

4atr ∗R -7.425**
(2.777)

-7.020**
(3.422)

-3.876**
(1.500)

-.7693
(2.093)

Live in Central City -27.691**
(10.67)

-17.591***
(3.952)

-12.313**
(4.833)

-7.014
(11.000)

Number of Observations 469 853 2674 978
R2 .419 .369 .368 .366

CBSA Fixed Effects Y Y Y Y
Year Fixed Effect Y Y Y Y

Industry Fixed Effects Y Y Y Y
Controls: Household and

Policy
Y Y Y Y

Clustered SEs? Y Y Y Y
ACS Sample Weights? Y Y Y Y

This table focuses on extremely high income households who are likely to be most
sensitive to tax differentials. The sub-focus is to compare recent movers from people
living in their house for a long time. Column (1) are the sub-sample of households
who moved into their house within the last year. Column (2) are households who
moved in the last two years. Columns (3) and (4) are households who last moved
over ten and twenty years ago. The dependent variable is the household commute
time, the variable R is one when the CBSA has a reciprocity agreement in place,
mtr is the marginal tax rate paid, and 4atr is the average tax rate in the state of

residence minus the counter-factual average tax rate. All standard errors are
clustered at the CBSA level. ***99%, **95%, and *90%.
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in a more non-parametric way than if we included the actual tax differential. The results

are presented in table A.4. It is hard to compare the magnitudes of the coefficients across

the tables, but a simple comparison using the average differentials indicates that the dummy

variable approach intensifies the size of the effects in absolute value (especially in reciprocity

states), but the signs of the effects are preserved. In the same table, instead of using a

person specific measure of the tax differential we also show the results using the aggregated

differential across all households in the MSA in a given year. This would be appropriate

if households responded to the tax systems differentials as if they applied to the average

person. We also show results where we restrict the set of CBSAs used to ones where the

areas cross only two state borders.
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