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FIG 1: SKETCH OF THE UNDERGROUND LHC
ACCELERATOR RING WITH ITS MAIN EXPERIMENTS [1]

he Large Hadron Collider is a p — p accelerator colliding protons at \/E ~ 13 TeV.

Protons are accelerated in bunches and collide every 25ns with a maximum peak luminosity so far of 2 X 10°*cm—2s-1

The ATLAS detector is a cylindrical multi-purpose detector placed at one of the interaction points around the LHC ring.

The Large Hadron Collider is due to undergo major design changes with the goal of colliding protons at \/E = 14 TeV
and with a peak luminosity of up to 7.5 x 10"*em—2s-1.
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The HL-LHC increases luminosity by increasing
the number of bunches as well as the bunch
intensity of protons in the ring.

FIG 1: SKETCH OF THE UNDERGROUND LHC
ACCELERATOR RING WITH ITS MAIN EXPERIMENTS [1]

As a result, detectors in the LHC ring like ATLAS need to undergo upgrades necessary to maintain good physics
oerformance in the HL-LHC environment.
One ot these upgrades deals with the LAr calorimeter system:

+ Trigger: A higher rate, more discriminating trigger and readout system is needed in a higher pileup environment.

4+ Radiation: Planned radiation dose exceeds capacity ot existing readout system
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e Signals from the calorimeter and the FEB2 will not be available as the LASP is developed
e Monte Carlo simulations can mimic FEB2 pulses for different physics events

 Asthe LASP is being developed, it needs to be tested with external test cases to verity operation.
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MOTIVATION

REQUIREMENTS FOR THE INJECTOR

e The Injector project is an integral part of the LASP test-bench.

SPECIFICATION (SUMMARIZED)

"The data injector shall provide, with the highest fidelity, 22 channels ot FEB2 payloads
transmitted at 10.24 Gbps. The payload should be user-controlled which can help test the LASP

for different cases.

Data injection should occur for as long as possible”

= Highest fidelity: Ability to maintain transmission

accuracy

= 10.24 Gbps: FEB2 transmission speead

= 22 channels: 22 independent streams of data = User-controlled: user having the ability to

= FEB2 payloads: payload structure as transmitteo

by FEB2s i.e. 12 ADCs + 2 BCl
Crossing IDs)

manipulate the values

Ds (Bunch = As long as possible: duration of injection




DESIGN

FPGAS

e The Injector (and the LASP) is built on a firmware programmable integrated circuit called an FPGA
(Field Programmable Gate Array)

e FPGA devices contain logic cells and programmable switches. Logic cells can be programmed to

perform tunctions, while the programmable switches can be customized to provide
interconnections between logic cells.

e The Injectoris implemented on an Inte\ Stratix 10 GX FPGA boaro
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v 1 Gbps Ethernet connector

FIG 4: FRONTAL IMAGE OF THE
INTEL STRATIX 10 GX BOARD [3]

e RSP . WIS, | v 2 GB external memory device



FIG 5: OVERVIEW OF INJECTOR DESIGN
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RESULTS

ETHERNET DATA TRANSFER
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FIG 6: DATA TRANSMISSION SPEED AS
MONITORED BY AN ETHERNET PACKET SNIFFER
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The Ethernet throughput is measured @ ~930Mbps i.e. takes ~18s to send 2GB
This is at the limit of the GbE protocol.



RESULTS

DATA INJECTION TO LASP

Signals inside the FPGA can be probed and measured - somewhat like an oscilloscope.

To verify the injection, the signals received by the LASP are monitored and are confirmed to be the same
as sent by the injector. Additionally, a simple checksum is sent with every payload and recalculated at the
receiving end to verify transmission accuracy

The incoming signal from the injector as well as the error counter (checksum verification) is probead
continuously.

+- |pgbtFpga_top_instjuplinkuserdata_o[229..0] 0C001600023710370F370E370D370C370B8370A37093708370737063705h OCOOOED002371C371B371A371937183717371637153714371337123711h

+-\gen_downlink_data:verify payload|xor_result[31..0]

hﬁhjﬁhjﬁ

+-\gen_downlink_data:verify payload|error_count[55..0]

Transmission accuracy = 100%*

* The checksum will not be able to detect a flipping of an even number of bits.
The FEB2-LASP protocol used has advanced correction features (e.g FEC) which ensures the integrity of data transmission



CONCLUSIONS

CONCLUSIONS

e The Injector project is designed and built and is now being used within the LASP firmware

community.
SPECIFICATION (SUMMARIZED)

"The data injector shall provide, with the highes%delity, 22 char%els ot FEB2 pa%ads
transmitted at 10.24ﬁbps. The payload should be user-contrdlled which can help test the LASP
for different cases. Data injection should occur tor as long as possiby

= Highest fidelity: 100% t 1SS
Iighest Tidelity % transmission accuracy = 10.24 Gbps: ... and are transmitted at the

= 22 channels: Only 4 channels implemented FEB2 speeds ...
(limited by FPGA hardware)

= FEB2 payloads: 12 ADCs + 2BClIDs are
extracted from the memory device ...

= User-controlled: 2 GB of user-defined data

= As long as possible: for an indefinite perioo
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