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Fig. 1. Leading tree-level diagrams for the Z H production (left) and the WIMP pair 
production in the benchmark model (right).

the WIMP pair is produced through the s-channel exchange of an 
axial-vector mediator. This choice is motivated by the findings in 
Ref. [16], which indicated that LHC searches can be more sensitive 
than direct searches to WIMP production in this particular model 
with an axial-vector mediator. Fig. 1 gives the leading tree-level 
diagrams for both Z H production and WIMP production in the 
benchmark model.

2. ATLAS detector

The ATLAS detector [46,47] is a large multi-purpose appara-
tus with a forward–backward symmetric cylindrical geometry1

and nearly 4π coverage in solid angle. The collision point is en-
compassed by an inner tracking detector (ID) surrounded by a 
2 T superconducting solenoid, electromagnetic (EM) and hadronic 
calorimeters, and a muon spectrometer (MS) with a toroidal mag-
netic field. The ID provides tracking for charged particles for |η| <
2.5. It consists of silicon pixel and strip detectors surrounded by a 
straw tube tracker that also provides transition radiation measure-
ments for electron identification. The EM and hadronic calorimeter 
system covers the pseudorapidity range |η| < 4.9. For |η| < 2.5, the 
liquid-argon EM calorimeter is finely segmented and plays an im-
portant role in electron and photon identification. The MS includes 
fast trigger chambers (|η| < 2.4) and high-precision tracking cham-
bers covering |η| < 2.7. A two-level trigger system selects events to 
be recorded for offline physics analysis [48].

3. Data and simulation

This search utilises data collected with single-lepton triggers by 
the ATLAS detector during the 2015 and 2016 data-taking periods. 
A combination of a lower pT threshold trigger with an isolation 
requirement and a higher pT threshold trigger without any isola-
tion requirement is used. The pT threshold of the isolated electron 
(muon) trigger ranges from 24 (20) to 26 GeV depending on the 
instantaneous luminosity. The higher pT threshold is 50 (60) GeV 
for the electron (muon) case over all the data-taking periods. The 
overall trigger efficiency is above 98% for the BSM signal processes 
after the full event selection described in Section 4.

To study the invisible Higgs boson decays, Monte Carlo events 
are produced for the SM Z H process with a subsequent Z bo-
son decay into a dilepton pair and the H → Z Z → νννν decay 
(Z H → ℓℓ + inv). The Z H signal processes from both the quark–
antiquark (qqZ H) and gluon–gluon (gg Z H) initial states are mod-
elled with Powheg-Box v2 [49,50] using the CT10 [51] parton 
distribution function (PDF) and interfaced to Pythia8.186 [52] for 
parton showering. The kinematic distributions of Z H → ℓℓ + inv

1 ATLAS uses a right-handed coordinate system with its origin at the nominal in-
teraction point (IP) in the centre of the detector and the z-axis along the beam pipe. 
The x-axis points from the IP to the centre of the LHC ring, and the y-axis points 
upward. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the 
azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the 
polar angle θ as η = − ln tan(θ/2).

events are described at next-to-leading-order (NLO) in QCD. Addi-
tionally, for the qqZ H process, the MINLO [53] method is applied 
to improve the gluon resummation calculation, and the p Z

T dis-
tribution is corrected to NLO electroweak (EW) accuracy with a 
reweighting approach detailed in Ref. [3]. The SM Z H produc-
tion cross-section is computed with next-to-next-to-leading-order 
(NNLO) QCD and NLO EW precision and found to be 884 fb [3]
with mH = 125 GeV at 13 TeV. The DM signal is modelled with 
the leading-order MadGraph5_aMC@NLO matrix element [54] us-
ing NNPDF3.0 [55] and showered with Pythia8.186. DM signal 
events with an axial-vector mediator and fermionic WIMPs are 
produced for different mmed and mχ , both in a range from 10 
to 1000 GeV. As recommended in Ref. [44], the DM events are 
generated by choosing gq = 0.25, gχ = 1, and a minimal media-
tor width. The AZNLO [56] and A14 [57] parameter sets are used 
to tune the Pythia8.186 parton-shower for the simulation of the 
Z H → ℓℓ + inv and DM signals, respectively.

The backgrounds to this search include various diboson pro-
cesses (Z Z , W Z , W W ), the production of tt̄ , W t , a W or Z boson 
in association with jets (W + jets, Z + jets), and rare processes 
such as three-boson production (denoted by V V V with V = W
or Z ) and the production of tt̄ accompanied by one or two vec-
tor bosons (tt̄V (V )). These background processes can result in the 
ℓℓ + Emiss

T final state with at least one boson decaying leptonically.
Production of Z Z events is modelled with Powheg-Box v2 

and gg2vv3.1.6 [58,59] for the quark–antiquark (qqZ Z ) and gluon–
gluon (gg Z Z ) initial states, respectively. The qqZ Z and gg Z Z
events are described at NLO and LO QCD accuracies, respectively. 
The qqZ Z production cross-section is corrected to NNLO QCD and 
NLO EW precision using K-factors binned in the invariant mass of 
the Z Z system, provided by the authors of Refs. [60,61]. The QCD 
and EW corrections to the qqZ Z cross-section are assumed to fac-
torise, as suggested in Ref. [62]. In addition, the gg Z Z production 
cross-section is scaled to account for the NLO QCD correction [63]. 
The W Z and W W processes are generated with Powheg-Box v2, 
and their production cross-sections are predicted at NLO in QCD. 
All the diboson events are generated with the CT10 PDF set and 
showered using Pythia8.186 with the AZNLO tune.

Sherpa2.2.1 [64] is used to model the Z + jets process, and the 
Z boson pT distribution is matched to data. The W + jets events 
are generated with Powheg-Box v2 interfaced to Pythia8.186. Both 
the tt̄ and W t events are simulated with Powheg-Box v2 and 
showered with Pythia6.428 [65]. The cross-sections of these pro-
cesses are all calculated at NNLO in QCD. The rare V V V back-
ground, consisting of W W W , W W Z , W Z Z and Z Z Z production 
processes, is modelled with Sherpa2.1.1. MadGraph5_aMC@NLO
interfaced to Pythia8.186 is used to generate the tt̄V (V ) back-
ground events that account for tt̄W , tt̄ Z and tt̄W W production 
processes.

Generated events are processed through the ATLAS detector 
simulation [66] based on GEANT4 [67]. Additional pp collisions 
in the same proton bunch crossing (pile-up) are simulated with
Pythia8.186 and overlaid to simulated events to mimic the real 
collision environment. The distribution of the average number of 
interactions per bunch crossing in the simulation is weighted to 
reflect that in data. Simulated events are processed with the same 
reconstruction algorithms as for the data. Furthermore, the lep-
ton momentum scale and resolution, the lepton reconstruction and 
identification efficiencies, and the trigger efficiencies in the simu-
lation are corrected to match that measured in data.

4. Selection criteria

This search is carried out in a ℓℓ + Emiss
T final state, which con-

tains large Emiss
T and a pair of high-pT isolated electrons (ee) or 

is chosen to ensure the stability of the Higgs potential for our choice of the masses of the heavy Higgs
bosons which are themselves fixed to the same value (mA = mH± = mH ) to simplify the phenomenology
and evade the constraints from electroweak precision measurements [152]. The other quartic couplings
are also set to 3 in order to maximise the trilinear couplings between the CP-odd and the CP-even neutral
states.

This model is characterised by a rich phenomenology. The production of the lightest pseudo-scalar is
dominated by loop-induced gluon fusion, followed by associated production with heavy-flavour quarks
or associated production with a Higgs or Z boson (Figures 6(a)-6(c)). Furthermore, according to the
Higgs sector’s mass hierarchy, Higgs and Z bosons can be produced in the resonant decay of the heavier
bosons into the lightest pseudo-scalar (see for example Figures 6(d)-6(f)). The pseudo-scalar mediator
can subsequently decay into either a pair of DM particles or a pair of SM particles (mostly top quarks
if kinematically allowed), giving rise to very diverse signatures. The four-top-quark signature [161] is
particularly interesting in this model if the neutral Higgs partner masses are kept above the tt̄ decay
threshold, since, when kinematically allowed, all heavy neutral bosons can contribute to this final state, as
depicted in the diagram of Figure 6(c). Four benchmark scenarios [78] that are consistent with bounds
from electroweak precision, flavour and Higgs observables are chosen to investigate the sensitivity to this
model as a function of relevant parameters: ma,mA, tan �, sin ✓ and m�.
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Figure 6: Schematic representation of the dominant production and decay modes for the 2HDM+a model.

2.4 EFT model of scalar dark energy

The Horndeski theories [94] introduce a dark energy scalar which couples to gravity and provide a useful
framework for constraining the cosmological constant problem and the source of the acceleration of
the expansion of the universe. The model considered in this paper is an EFT implementation of these
theories [82]. In this model, the dark energy field is assumed to couple to matter universally. The

11

Mono-Z(ℓℓ) signal models Event selection
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Z
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mℓℓ < mZ ± 15 GeV
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Table 2
Observed data yields and expectations for the signal and background contributions in the signal region. The first 
error is statistical, and the second systematic. The Z H → ℓℓ + inv signal contribution is shown with B H→inv =
0.30, which is the value most compatible with data. The DM signal contribution with mmed = 500 GeV and 
mχ = 100 GeV is also scaled (with a factor of 0.27) to the best-fit contribution. The background contributions 
from the W + jets, V V V and tt̄V (V ) processes are summed and presented with the label “Others”. The systematic 
uncertainty on the Z + jets contribution is taken as its upper systematic error. The uncertainty on the total 
background prediction is quadratically summed from those on the individual background contributions.

Final state ee µµ

Observed data 437 497

Signal
Z H → ℓℓ + inv (B H→inv = 30%) 32 ± 1 ± 3 34 ± 1 ± 3
DM (mmed = 500 GeV, mχ = 100 GeV) × 0.27 10.8 ± 0.3 ± 0.8 11.1 ± 0.3 ± 0.8

Backgrounds
qqZ Z 212 ± 3 ± 15 221 ± 3 ± 17
gg Z Z 18.9 ± 0.3 ± 11.2 19.3 ± 0.3 ± 11.4
W Z 106 ± 2 ± 6 113 ± 3 ± 5
Z + jets 30 ± 1 ± 28 37 ± 1 ± 19
Non-resonant-ℓℓ 30 ± 4 ± 2 33 ± 4 ± 2
Others 1.4 ± 0.1 ± 0.2 2.5 ± 2.0 ± 0.8

Total background 399 ± 6 ± 34 426 ± 6 ± 28

Fig. 2. Observed Emiss
T distribution in the ee (left) and µµ (right) channel compared to the signal and background predictions. The error band shows the total statistical and 

systematic uncertainty on the background prediction. The background predictions are presented as they are before being fit to the data. The ratio plot gives the observed data 
yield over the background prediction (black points) as well as the signal-plus-background contribution divided by the background prediction (blue or purple line) in each 
Emiss

T bin. The rightmost bin contains the overflow contributions. The Z H → ℓℓ + inv signal distribution is shown with B H→inv = 0.3, which is the value most compatible 
with data. The simulated DM distribution with mmed = 500 GeV and mχ = 100 GeV is also scaled (with a factor of 0.27) to the best-fit contribution. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web version of this article.)

simulation (5%). The Emiss
T distributions for the non-resonant-ℓℓ

background are derived from the data control region, and the dif-
ferences between data and simulation are taken as the shape un-
certainty.

The V V V and tt̄V (V ) backgrounds are estimated from simula-
tion, and their contributions have a total uncertainty of about 20%, 
including both the theoretical cross-section [81,82] and experimen-
tal uncertainties. The W + jets background is estimated using the 
fake-factor method described in Ref. [83].

6. Result and interpretations

Table 2 gives the observed data yields, the estimated back-
ground contributions, and the expectations for the two signal pro-
cesses after the final selection. The observed and predicted Emiss

T
distributions in the ee and µµ channels are shown in Fig. 2. No 
significant excess over the SM background expectation is observed.

To examine the compatibility of the data and the signal-plus-
background hypothesis, a test statistic is defined using the profile 

likelihood ratio method [84]. The likelihood function is the product 
of all the Poisson probability density functions built in individ-
ual Emiss

T bins and final states. In each bin the observed number 
of events in data is represented by a Poisson probability density 
function with a mean equal to the sum of the predicted signal and 
background yields. The systematic uncertainties are implemented 
as nuisance parameters (NPs) constrained by auxiliary Gaussian 
functions. In most cases, a common NP is used to account for each 
systematic uncertainty in all the Emiss

T bins and in both the ee and 
µµ channels. The statistical uncertainty on the Z + jets estimate 
is treated as being uncorrelated between the ee and µµ channels, 
and the statistical uncertainties of the simulated samples are un-
correlated among all bins and final states. A frequentist method 
with the CLs formalism [85] is then applied to set upper limits on 
the overall signal contribution, which is the parameter of interest 
left free in the test statistic.

There is a small data excess in the µµ channel, and the p-value 
for the compatibility of the data and the background-only hypoth-
esis is 0.014, which corresponds to a significance of about 2.2σ . 
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<latexit sha1_base64="BxFYftlDloiLb5p00rwZvLKoLJg=">AAACD3icbVC7TsMwFHV4lvIqMLJYVCCmKilIsCBVsDChItGH1ITIcW9aq44T2Q5SFeUPWPgVFgYQYmVl429wHwO0HNm6R+fcK/ueIOFMadv+thYWl5ZXVgtrxfWNza3t0s5uU8WppNCgMY9lOyAKOBPQ0ExzaCcSSBRwaAWDq5HfegCpWCzu9DABLyI9wUJGiTaSXzpyIVGMx+K+ii+wG0pCsxs/A8jzUXWj1Jw890tlu2KPgeeJMyVlNEXdL3253ZimEQhNOVGq49iJ9jIiNaMc8qKbKkgIHZAedAwVJALlZeN9cnxolC4OY2mu0His/p7ISKTUMApMZ0R0X816I/E/r5Pq8NzLmEhSDYJOHgpTjnWMR+HgLpNANR8aQqhk5q+Y9onJRJsIiyYEZ3bledKsVpyTSvX2tFy7nMZRQPvoAB0jB52hGrpGddRAFD2iZ/SK3qwn68V6tz4mrQvWdGYP/YH1+QOStp0G</latexit>
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Mono-Z(ℓℓ) channel most sensitive at low ET
miss

Mono-Z(ℓℓ) has high sensitivity due to A/H → Z+a

Other backgrounds: W+jets, ttV(V), VVV
Dominant uncertainties: Theoretical uncertainties on ZZ, luminosity uncertainty, data-
driven estimates for WZ and Z+jets, jet energy scale and resolution
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