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OVERVIEW :

Updating you on the performance of the LHC and the ATLAS detector subsystems during
2016 data-taking - and looking forward to 2017.

The LHC has restarted for its 2017 run

by Harriet Jarlett

» Large Hadron Collider ;

» Outline, schedule and performance
» ATLAS Detector Run Il performance

» Detector operation and challenges
» Looking ahead to 2017 operation

» Work during technical stop

» Detector upgrades, software development

Final tests were performed in the LHC at the end of April, ready for the restart this weekend (Image:
Maximilien Brice/ CERN)
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LHC SCHEDULE 4

We are here

Extended Year End Technical Stop
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Ramping up for another
13 TeV data-taking
campaign

Currently ~36 fb' proton-proton data to analyse at 13 TeV
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THE ATLAS DETECTOR 7
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Tile calorimeters

) LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr eleciromagnetic calorimeters

Toroid magnets

Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor tracker
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THE MOVE FROM 8 TEV 10 13 TEV

8

» Large gains to be had in terms of new physics discovery potential moving from 8 to 13 TeV

» Significant increase in squark & gluino production cross-section

ATLAS
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Potentially gaining up to a factor 30 in rate for large particle masses!
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THE MOVE FROM RUN 1 TO RUN I :

Increase in collision energy during

2015+2016

—> 13 TeV for the remainder of LHC Run Il
Increase in collision rate (20 MHz —> 40

MHz)

—> 40 million proton bunch crossings per

second!

Pre-cycle
2%

Downtime
26%

[31%)] Stable Beams

49%

Operation [33%]

23%
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ATLAS Online Luminosity
w2011 pp Vs=7TeV
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Excellent LHC performance during 2016!
LHC availability ~ 75 %, with ~ 50% stable beam time.
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TON DATA-TAKING DURING 2016 10
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hours of stable beams/day!
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» Large 2016 dataset delivered to ATLAS

» 38 fb " delivered
, 35fb " recorded

» 33fb" "good quality” data

36.1 fb™' data from 2015+2016 for physics analysis

92.4% data-taking efficiency

93-95% data quality selection efficiency
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RECORDING AT HIGH LUMINQSITY 1
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Average recording rate of 1 kHz
during 2016
Increased interactions per bunch
crossing (“pile-up”)
Increased occupancy
* Dead-time during data-taking
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Steady increase in peak instantaneous luminosity
during 2016
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» Peak instantaneous luminosity up to 1.4x10 cm s

» Peak interactions per bunch-crossing up to 52
» Writing out 3 GB/s at peak instantaneous luminosity

» Very challenging in terms trigger and detector
operations!

ATLAS Trigger Operations  Data 2016, Ys= 13 TeV, p-p runs

T

] ] ] ]
May June July August September October

Physics streams

Average: 1 kHz
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Distortion Magnitude Change [um]

INNER DETECTOR PERFORMANCE 12

PIXEL DETECTOR TRANSITION RADIATION TRACKER (TRT)
» 98.9% data-quality efficiency during 2016 » 99.7% data-quality efficiency during 2016

» Dynamic alignment as pixels turned on at the » Increasing occupancy and trigger rates.

start of every fill. , ,
» Operating close to read out saturation

» Mass in cooling pipes changes as in 2016.

temperature stablises. . _
Work to overcome this during

» Insertable B-layer (IBL) inserted for Run Il also EYETS and beyond.
suffers from temperature variations (“IBL
bowing”)

» New alignment scheme to account for this.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 'SEMI-CONDUCTOR TRACKER (SCT)

ATLAS Preliminary 1, 9Q 99, data-quality efficiency during 2016

b Data Vs = 13 TeV

N

» Relatively trouble-fee operation during
2016.

» Firmware development resulted in dead

\\ A t .3
W P NV, time reduction from 0.4% to 0.05%.

correction for IBL bowing distortion
l
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Distortion Magnitude Change [um]

INNER DETECTOR PERFORMANCE 13

PIXEL DETECTOR TRANSITION RADIATION TRACKER (TRT)
» 98.9% data-quality efficiency during 2016 » 99.7% data-quality efficiency during 2016

» Dynamic alignment as pixels turned on at the » Increasing occupancy and trigger rates.

start of every fill. , ,
» Operating close to read out saturation

» Mass in cooling pipes changes as in 2016.

temperature stablises. . _
Work to overcome this during

» Insertable B-layer (IBL) inserted for Run Il also EYETS and beyond.
suffers from temperature variations (“IBL
bowing”)

» New alignment scheme to account for this.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 'SEMI-CONDUCTOR TRACKER (SCT)

ATLAS Preliminary 1, 9Q 99, data-quality efficiency during 2016

b Data Vs = 13 TeV

N

» Relatively trouble-fee operation during
2016.

» Firmware development resulted in dead

\\ A t .3
W P NV, time reduction from 0.4% to 0.05%.

correction for IBL bowing distortion
l

C | IIIIII I IIIIII I IIIIIIIIIIII I IIIIII | IIIIII I IIIIII I 1
_1QJun 09 Jun 16 Jun 23 Jun 30 Jul 07 Jul 14 Jul 21 Jul 28

Date 2016

ATLAS CAP Congress 2017

EXPERIMENT

_4:—

llllllllllllllllllll




CALORIMETER PERFORMANCE 14
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» Number of HV trips vastly reduced in 2016 due to new current control HV
modules

* New treatment of detector noise implemented to reduce impact on data
quality
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MUON PERFORMANCE

CATHODE STRIP CHAMBERS (CSC)
» 99.9% data-quality efficiency

» 3 dead layers due to broken wires

MONITOR DRIFT TUBES (MDT)
» 99.8% data-quality efficiency

» Smooth operation

RESISTIVE PLATE CHAMBERS (RPC)
» 99.8% data-quality efficiency

Efficiency

—h

0.5

ATLAS Preliminary
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Vs=13 TeV
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1

» New trigger chambers in “feet” region fully operational

THIN GAP CHAMBERS (TGC)
» 99.9% data-quality efficiency

» “Noise burst” veto activated in October to reject noise in TGCs.

ATLAS

EXPERIMENT
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PILING UP THE TRIGGER

» Extensive work in preparation for new data-taking
campaign:

» Code optimisation (e.g. reduction in HLT processing
time of ~20%)

» Increased/revised thresholds

» New ideas for triggers

miss

» Exponential pile-up dependence of E.  trigger rate

miss

» Forced toraise E;  trigger thresholds in 2016

» Current trend not sustainable for 2017

> Calorimeter clusters grouped into “towers”, which are deemed to come
from pile-up if their Et falls below a pile-up dependent threshold.

Trigger cross section [nb]

16

25

20

15

10

0

ATLAS Trigger Operations ﬁ

Data 2016, Vs= 13 TeV j
miss +
o EF(MHT)>110 GeV ¢
o EMS(MHT) > 130 GeV ++
v ET(MHT) > 110 GeV ¢¢
and ET**(cell) > 70 GeV ¢¢

0

5 10 15 20 25 30 35 40 45 50

Average number of interactions per bunchicrossing

* NEW PUFIT ALGORITHM FOR Ermiss TRIGGERS INTRODUCED FOR 2017 OPERATION

Significant
reduction in pile-
up dependence

> The fitted Ey values of these pile-up contributions are used to correct the

Er of the calorimeter topological clusters.

ATLAS CAP Congress 2017
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COMPUTING DURING 2016 17
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L Slots of Running Jobs
350,000 " 18'4 Days from Week 18 o'f 2016 to Week 44 of 2(')16 '
Simulation
300,000 jm= {

250,000 Reconstruction

200,000

Data format reprocessing

150,000

Data processin
100,000 P g

50,000 § | i II | II -
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I It
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MW MC Simulation M MC Reconstruction LI Data Processing B Group Production M Analysis
B TO Processing [ Cehers £ unknown

Maximum: 309,861 , Minimum: 116,208 , Average: 224,604 , Current: 249,196

TierO cluster size increased over the year - continue to exploit all available resources, including clouds.
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DETECTOR READINESS FOR 2017 DATA 18

Inner detectors

Improvements to readout systems (20% gain for TRT, factor 2 plxel)

»  Updates to data compression. | Reduce data volume |

Increase bandwidth

»  Updates to HV systems.

25m

Toroid magnets

Muon chambers Solenoid magnet
Semiconducto

ATLAS CAP Congress 2017
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DETECTOR READINESS FOR 2017 DATA 19

Calorimeters

»  Hardware repairs (including Tile cooling leak).
» Increase Tile Calorimeter readout by factor of two.

> HV system maintenance.

* Software updates and noise rejectlon algorlthm development

‘é %‘\ “wt P .\ \ s. Y \ b?’\;
. | | | 5 ii “i‘ A

LAr hadronic
end-cap (HEC)

LAr electromagnetic
end-cap (EMEC)

Toroid magnets

Muon chambers Solenoid magn
Semicc

ATLAS CAP Congres
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DETECTOR READINESS FOR 2017 DAIA 2

Thin-gap chambers (T&GC)

.

Cathode strip chambers (CSC)

Muon system

Repair broken wires in two muon chambers.

Installation of 12 new sMDT chambers in the “feet” of ATLAS.

Noise reduction and mitigation.

»  Gas leak repairs and flow rate meter integration in RPCs/MDTs.
*  Power supply replacements.

TGC chamber replacements.

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid

ATLAS "~ Monitored drift tubes (MDT)
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DETECTOR READINESS FOR 2017 DATA

ATLAS

EXPERIMENT

ATLAS Run-2 Detector Status (from May 2017)

Subdetector Number of Channels
Pixels 92M
SCT Silicon Strips 6.3 M
TRT Transition Radiation Tracker 350 k
LAr EM Calorimeter 170 k
Tile Calorimeter 5200
Hadronic End-Cap LAr Calorimeter 5600
Forward LAr Calorimeter 3500
LVL1 Calo Trigger 7160
LVL1 Muon RPC Trigger 383 k
LVL1 Muon TGC Trigger 320 k
MDT Muon Drift Tubes 357 k
CSC Cathode Strip Chambers 31 k
RPC Barrel Muon Chambers 383 k
TGC End-Cap Muon Chambers 320 k
ALFA 10 k
AFP 430 k
CAP Congress 2017

Approximate Operational Fraction

97.8%
98.7%
97.2%
100 %
99.9%
99.5%
99.7%
99.9%
99.8%
99.9%
99.7%
96.1%
94.4%
99.5%
99.9%
93.8%
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FIRST STABLE BEAMS OF 2017!

One of the early collision events with stable beams recorded by ATLAS on 23 May 2017, with a reconstructed

muon candidate.

ATLAS
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@ | Run Number: 324320, Event Number: 4790558

Date: 2017-05-23 16:51:50 CEST
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Eta-phi view of the
energy deposits in
the cells of the
ATLAS
calorimeters and a
transverse view of
the inner tracking
detectors.

ATLAS in
longitudinal cross-
section and a
transverse view of
the whole
detector.
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Excellent LHC availability and performance
last year

38fb ' delivered to ATLAS during 2016

Increased luminosity and pile-up posed
challenges for detector, trigger and
computing systems

Lessons help to prepare for what's to
come in 2017

Extensive work during EYETS to ready
ALTAS for 13 TeV data-taking this year

Already starting the 2017 ramp-up

ATLAS

EXPERIMENT
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LHC Pagel Fill: 5730 E: 6499 GeV t(SB): 04:43:07 30-05-17 15:26:20

PROTON PHYSICS: STABLE BEAMS
: 6499 GeV 2.97e+13 2.94e+13

Inst. Lumi [(ub.s)A-1]

FBCT Intensity and Beam Energy

IP1: 1261.18 2: 0.46 IPS: 1321.95 8: 42.45
Updated: 15:26:19 Instantaneous Luminosity Updated: 15:26:20

N

Luminosity / 1e30 cm-2s-1

ﬂ—-_-__‘: n- . - . ] . . [W

T
| 1 17:00 20:00 23:00 02:00 05:00 08:00 11:00 14:00
T T T T T T T T
17:00 20:00 23:00 02:00 05:00 08:00 11:00 14:00 — ATLAS — AUCE — CMS — LHCb

BIS status and SMP flags
Link Status of Beam Permits
Global Beam Permit

Comments (30-May-2017 14:07:18)
Fill for physics Setup Beam
Beam Presence
Moveable Devices Allowed In
Stable Beams

Roman pots in

AFS: 25ns_315b_303_228_240_48bpi_11inj
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THE MOVE FROM 8 TEV 10 13 TEV 28

» Large gains to be had in terms of new physics discovery potential moving from 8 to 13 TeV
WJS2013

100 | ! ! ! LI | ! ! ! ! ! I I LI | T
ratios of LHC parton luminosities: 13 TeV /8 TeV ;

luminosity ratio
o

MSTW2008NLO

1 ' T B ! ! ! ! 'R T R T |
100 1000
M, (GeV)

Potential gains of > factor 10 for large particle masses.
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FORWARD/LUMINOSITY

» Upgraded LUCID detector installed end of 2015

» New electronics to cope with 25 ns bunch-
spacing.

» Smaller acceptance to avoid saturation.

» Preferred source of luminosity measurement for
2016 operations - also used to monitor non-
collision background.

TIMEPIX

* Not “forward”, but also offers handle on luminosity

» Two silicon Timepix detectors interleaved with

neutron converters.

2
» Active area 2cm

ATLAS

EXPERIMENT
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ALFA

» Total cross-section and luminosity measurement

» Mainly active for high beta* 2.5km runs
-1
(330ub ).

» Increase in radiation in 2016 by factor ~10
(AFP)

» Increase shielding to reduce impact from
radiation during EYETS.

AFP

*First AFP arm commissioned during 2016

» Restricted usage due to concerns over ALFA
radiation exposure.

» Second arm and time-of-flight detector
installed during EYETS.

» Continuous operation planned for 2017
running.

University
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