Simulating and forecasting ocean wave energy in western Canada
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A B S T R A C T

While the technology now exists to harvest wave energy in coastal regions, the capital expenditures for wave farms can be substantial, so it is important to be able to simulate the power in advance. Further, to integrate wave energy into the grid, utilities need to forecast over short horizons and calculate reserve requirements. Wave farms are simulated at three locations in British Columbia, Canada. Power series are calculated for six types of wave energy converters (WECs), four that operate in deep water, and two in shallow water. Forecasts are run using a physics-based model and statistical models. Five major conclusions emerge from the analysis. First, given the intermittency of buoy data, physics model hindcasts are an effective method of interpolating missing values. Second, the power output from converters does not have the same properties as the wave energy flux. Instead, the power output is a nonlinear function of the wave height and period, with fewer large outliers. Third, time series models predict well over near-term horizons while physics models forecast more accurately over longer horizons. The convergence point, at which the two types of models achieve comparable degrees of accuracy, is in the area of 2–3 h in these data sets, lower than in most prior studies. The recommendation is to use time series methods to forecast at the horizons required for reserves, and physics models for long-term planning. Fourth, the predictability of the power output can differ substantially for individual converters. Finally, wave energy is found to be significantly less costly in terms of reserves than wind and solar.

1. Introduction

While the technology exists to harvest wave energy, there are still several economic and technical barriers to widespread development of wave farms (Esteban and Leary, 2011; Arinaga and Cheung, 2012). The first and most obvious is identifying locations. British Columbia, on the Pacific coast of Canada, is favorably situated. Off the coast of Vancouver Island, the near-shore wave energy flux averages about 30 kW per meter of crest length (kW/m). Further from shore, the mean wave energy increases to 40 kW/m, and at the edge of the continental shelf, it is closer to 50 kW/m (Robertson et al., 2014).

A second issue is that capital expenditures can be substantial, so it is useful to be able to simulate the power output in advance. While some prior studies have used the standardized wave energy transport flux to estimate the power potential, matrices for various types of wave energy converters (WECs) have recently become available. This makes it possible to estimate the power output for particular devices. Simulated power series are calculated for six types of converters, four that operate in deep water, and two in shallow water.

A third issue is the intermittency of wave buoy data. In addition to missing hours or days, buoy records are often incomplete for weeks or months, due to equipment failure or other service issues. The proposed solution is to interpolate using retrospective simulations of a well-known physics-based wave model, SWAN (Simulating WAves Near shore).

A fourth issue is that the data at individual buoy sites is often volatile, with a great deal of random variation due to local sea conditions. Since wave farms are dispersed over wider areas, the noise should average out, making the power smoother and more predictable. Brekken et al. (2012) propose simulating wave parameters over large areas using the wave spectrum. The approach used here is to take weighted averages of nearby buoys. In this respect, the Vancouver data offers one crucial advantage: the buoys are close enough to create realistic simulations.

A final issue is forecasting. Short-term forecasting is used for operational planning, reserve usage, switching sources, and peak
load matching. The relevant horizons can range from a few minutes to several hours. In forecasting wave energy, the analyst has a choice of two approaches, physics-based models or time series methods. Prior studies have found statistical models to be more accurate at short horizons, while physics models predict more accurately beyond the first few hours (Reikard et al., 2011). It is also possible to combine the two methods, for instance by ensemble averaging or using statistical models to correct the bias (Woodcock and Engel, 2005; Woodcock and Greenslade, 2006; Durrant et al., 2008; Pinson et al., 2012).

This study addresses all five issues. Buoy time series and physics model hindcasts are used to create data for the wave height and period, while WEC matrices are used to calculate power series. Section 2 sets out the databases. Physics model simulations are set out in Section 3. Section 4 deals with alternate measures of power and wave energy converters. The wave farm simulations are presented in Section 5. Section 6 compares the forecasting performance of time series and physics models. In Section 7, the cost of integrating wave energy into the grid is quantified using reserve calculations. Section 8 concludes.

2. The data

The databases were compiled as part of a broader research project by the Institute for Integrated Energy Systems at the University of Victoria. Table 1 reports the depth, time span, latitude and longitude for each of the buoys, along with the number of missing observations. At the data sets include the significant wave height ($H_s$), in meters, and the mean wave period ($T_m$), in seconds, at an hourly resolution or better. Fig. 1 provides a map of the locations, and the bathymetry of the Vancouver coastline.

The Amphitrite Bank and Estevan Point buoys are located along the coast, at depths of 42–43 m, at a distance of 89 km from each other. The overlapping period for the two data sets is April 19, 2013 through January 27, 2014. The Amphitrite time series are more complete; the Estevan record is sparser. Further out on the continental shelf, there are two buoys at La Perouse bank, about 2 km from each other, at a depth of 74 m. The Environment Canada (EC) buoy provides a longer history, beginning November 23, 1988, and running through the present day. The second buoy, operated by the Coastal Data Information Program (CDIP), contains observations from April 30, 2012 through April 28, 2013. The data is at a 30 min resolution, but to make it compatible with the EC data, it was consolidated to 1 h. While the CDIP data set is much shorter, it is more complete for the overlapping period. The Florencia Bay site is at a depth of 25 m. The data consist of irregular observations, sometimes several records within the hour, while in other hours the values are missing completely. The database contains usable observations only for June 1, 2013 to January 27, 2014.

3. The Physics model simulations

Large-scale physics-based wave models have been in operation since the 1960s, and undergo continuous revision to improve performance (Hasselmann et al., 1976, 1980, 1985; Janssen, 1991, 2007). SWAN is a third generation phase-averaged Eulerian numerical wave model, designed to simulate the propagation of waves in shallow near-shore areas (Booij et al., 1999; Holthuijsen, 2007). The wave action density ($N$) evolves as a function of time ($t$), distance in the Cartesian coordinates $(x, y)$, the shifting of relative frequency due to variation in depths and currents ($\sigma$), and depth and current induced refraction ($\theta$). Let $C_p$ denote the wave action propagation speed in $(x, y, \sigma, \theta)$ space. Let $S$ denote the combined source and sink terms. In deep water, the three major components of $S$ are the input by wind ($S_{IN}$), nonlinear wave–wave interactions ($S_{NL}$) and wave dissipation through white-capping ($S_{WC}$). In shallower water, $S$ includes the effects of bottom friction ($S_{BR}$) and shoaling-induced breaking ($S_{BR}$). The action balance equation can be expressed in the following form:

$$\frac{\partial N}{\partial t} + \frac{\partial C_p x N}{\partial x} + \frac{\partial C_p y N}{\partial y} + \frac{\partial C_p \sigma N}{\partial \sigma} + \frac{\partial C_p \theta N}{\partial \theta} = S/\sigma;$$

$$S = (S_{IN}) + (S_{NL}) + (S_{WC}) + (S_{BR}) + (S_{BR})$$

To develop the SWAN model simulations, a choice of ocean scale wind and wave inputs, and numerical wind wave growth/white capping solvers is required. The preferred boundary conditions for the SWAN model are directional wave buoy measurements. Unfortunately, appropriate directional measurements were not available for Vancouver Island. The best alternative is to use results from ocean-scale wind–wave models such as WAVEWATCH III (WW3). This study utilized publically available wave results from the Fleet Numerical Meteorology and Oceanography Center (FNMOC) ocean-scale operational WW3 model (Wittmann, 2001), and transient wind fields from the Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS) wind model. An unstructured grid was used to provide both greater computational efficiency and improved resolution of nonlinear wave effects in shallower water. Within the area covered by the simulation, the depth ranges from approximately 1000 m at the continental shelf to 12 m just beyond the surf zone. In the deeper water, large grid spacing is sufficient, while in shallow water closer to shore the grid spacing must be much smaller, to capture the small scale wave transformations that occur due to interaction with the ocean floor. Grid spacing was specified proportional to water depth with a lower limit on spacing of 75 m. The proportionality constant was determined though a convergence analysis using the significant wave height ($H_s$) as a metric for convergence. The final SWAN model setup included Westhuysen’s wind-growth/white capping formulation and SWAN frictional effects. For further documentation on operational set points, see SWAN (2006).

Table 1:
The Vancouver buoy data.

<table>
<thead>
<tr>
<th>Location</th>
<th>Depth (m)</th>
<th>Starting Date</th>
<th>Data End Date</th>
<th>Resolution</th>
<th>Latitude (N)</th>
<th>Longitude (W)</th>
<th>Missing values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amphitrite Bank</td>
<td>43</td>
<td>4/19/2013</td>
<td>1/27/2014</td>
<td>Hourly</td>
<td>48.88</td>
<td>123.62</td>
<td>757</td>
</tr>
<tr>
<td>Estevan Point</td>
<td>42</td>
<td>4/23/2013</td>
<td>1/27/2014</td>
<td>Hourly</td>
<td>49.35</td>
<td>126.61</td>
<td>1682</td>
</tr>
<tr>
<td>La Perouse Bank, Coastal Data Information Program buoy</td>
<td>74</td>
<td>4/30/2012</td>
<td>4/28/2013</td>
<td>30 min</td>
<td>48.84</td>
<td>126.01</td>
<td>74</td>
</tr>
</tbody>
</table>

At all buoy sites, the data consist of the significant wave height and mean wave period.

At Florencia Bay, the observations are spaced irregularly for several months, with multiple values within an hour. The data is reasonably complete for the period from June 1, 2013 through January 27, 2014. No data is available prior to May 31.
The model was validated by comparing $H_S$ and $T_M$ from the SWAN hindcasts against the measured values at the buoy sites. Table 2 reports the bias ($B$), scatter index (SI), and correlation ($r$) for $H_S$ and $T_M$ at the EC, Estevan, Amphitrite and Florencia buoys. SWAN estimates $H_S$ with a high degree of accuracy at all four locations. At La Perouse, the correlation is 0.95, and Amphitrite and Florencia, it is 0.92 while at Estevan it is only slightly lower, at 0.88. Similarly, the bias ranges from as little as $-0.01$ m at Amphitrite and Florencia to $-0.04$ at La Perouse and $-0.06$ at Estevan. The correlations are slightly lower for the wave period, but still quite good, 0.75 to 0.81. The wave period bias is less than 1 s on average.

After filling in the missing values with the SWAN hindcasts, the Amphitrite–Estevan database contains 6787 continuous observations. The La Perouse database runs from January 1, 2012 through April 28, 2013, providing 11,610 continuous observations (the CDIP values for January 1 through April 29 2012 are SWAN hindcasts). At Florencia bay, SWAN hindcasts were used for the first five months of 2013, as well as for the missing values over the next eight months. The final dataset consists of 9401 continuous observations, beginning January 1, 2013.

4. Wave power and converters

The next task is to convert the data into measures of power. The standard measure of wave power is the wave energy flux, $E_{Ft}$, denominated in kW/m. Let $g$ denote the acceleration caused by gravity (9.8086 m/s/s), and $\rho$ denote the density of seawater (1025 kg/m$^3$). For regular sea states in deep water, the flux can be defined according to the standard identity:

$$E_{Ft} = \left[\frac{(g^2/64\pi)H_S^3 T_M}{\rho}\right] \approx 0.491\left(\frac{H_S^3 T_M}{\rho}\right)$$  \(2\)

The bias is denominated in meters for $H_S$ and seconds for $T_M$. The modeled parameters are from the SWAN hindcasts. The measured values are from the buoys.

To-date, any number of designs for WECs have been proposed, but no single technology has emerged as dominant. Parkinson et al. (2015) propose simulating a generic converter, in which the power is proportional to the flux for low values of the wave height. Since most converters have a maximum power rating, at higher values of the wave height the power level is assumed to be constant. The approach used here however is to calculate power series using the matrices for several types of converters, as in Reikard (2013). There is a crucial difference between these approaches. In the flux, the energy is a function of the wave height squared. In the WEC matrices, the power output is a nonlinear function of the wave height and period, typically rising in proportion to the height, and then declining as the period increases. By implication, the power output from the matrices will be smoother than the flux.

Three generic types of WEC are used, surface attenuators, point absorber buoys, and oscillating converters. One device which has been in use for over a decade is the Pelamis, an attenuator designed to operate in deep water (Retzler, 2006; Henderson, 2006; Yemm et al., 2012; Pelamis, 2014). This converter consists of semi-submerged
cylindrical sections, moored perpendicular to the wave front. The segments move relative to one another as waves pass along the length of the machine. This wave-induced motion causes hydraulic cylinders to pump high pressure oil through hydraulic motors, which in turn drive generators. Electricity is transmitted along an umbilical cable to a junction on the sea bed. A single cable can be used for several devices. Several devices, Fig. 2 shows the Pelamis power matrix. The machine attains its maximum power of 750 kW for a range of values of the height and period, generally 5.5 m or above, and 6.5–12 s. For the wave height, the resolution of the matrix was increased to 0.1 m, using linear interpolations.

Conversion matrices for three other types of WECs were calculated in Babarit et al. (2012). These matrices are reproduced in Appendices 1–3. The matrices were published at resolutions of 0.5 m and 1 s, but were increased to 0.1 m using the same procedure as for the Pelamis. Two of these converters are point absorbers, which use the rise and fall of waves to drive hydraulic pumps. The floating two-body heaving converter consists of a torus, which slides along a vertical spar. The power is generated by the relative motion of the floating heave buoy array. The vertical spar consists of a torus, which slides along a vertical spar. The power is generated by the relative motion of the floating heave buoy array. The matrix is given in Appendix 4. The maximum power is in the area of 3300 kW.

5. The wave farm simulations

The first simulation combines data from the Amphitrite and Estevan buoys. The wave farm was assumed to consist of 101 installations, one each at Amphitrite and Estevan, and at 99 at points in between, roughly 0.9 km apart. The values for $H_m$ and $T_M$ were calculated using weighted averages of the two sites. The power output series were computed using the conversion matrices. Fig. 4 shows the flux, and Figs. 5 and 6 show the power series for the Pelamis and the heave buoy array, over a period of two months (November–December 2013). To facilitate comparison, the power is expressed as the average power per converter. Both the flux and the power output alternate between periods of high and low energy. The flux is more volatile, with intermittent large spikes. The power output is noticeably smoother, since the range of the outliers is limited by the WEC power ratings.

The second simulation uses the La Perouse data. Since the buoys are closer together, the wave farm was assumed to consist of 21 installations. Figs. 7–9 show the flux and the power series, over the period November–December 2012. Here too, the power output exhibits a rather different pattern from the flux. The flux shows irregular large outliers. The power output shows a tendency toward consistently high values but fewer extreme events.

The wave farm at Florencia relies more heavily on modeled values for the height and period. With only one buoy site, the WEC installations were simulated using SWAN hindcasts at five locations, running along a line parallel to the shore. The resulting values for $H_m$ and $T_M$ were converted to power output series for the bottom-fixed heave buoy array and oscillating flap devices. These were then scaled up to simulate 21 converters. Figs. 10–12 show the flux and the power output. There are fewer extreme outliers at this location, although there are several periods in which the energy alternates between low and intermediate states.

6. Forecasting experiments

The literature on using time series models to predict waves originates in the late 1990s. The methods include regressions and neural networks, although other methods such as genetic algorithms have been proposed (Deo and Naidu, 1998; Deo et al., 2001; Tsai et al., 2002; Deo and Jagdale, 2003; Ho and Yim, 2006; Londhe and Panchang, 2006; Jain and Deo, 2007; Tseng et al., 2007; Zamani et al., 2008; Roulston et al. 2005; Gaur and Deo, 2008).

The basic model used here is a regression on lags. Let $Y_t$ denote a time series, $ln$ denote natural logs, $\omega$ denote a coefficient, the subscript $t$ denote time variation, and $e_t$ denote the residual:

$$
\ln Y_t = \omega_0 + \omega_1 \ln Y_{t-1} + \omega_2 \ln Y_{t-2} + \omega_3 \ln Y_{t-3} + e_t;
$$

$e_t \sim P(0, \sigma^2_t)$

(3)

where $P$ is the probability distribution and $\sigma^2_t$ is the residual variance. With hourly data, the Akaike (1973) criterion favored three lags. The coefficients are assumed stochastic. As demonstrated in prior studies, when the coefficients are time-varying,
models of this type can capture a great deal of nonlinearity (Bunn, 2004; Granger, 2008). It is also possible to forecast with physics-based models. The properties of physics model forecasts are quite different from those of statistical techniques. The errors have been found to decay only very slowly, over a period of several days (Bidlot et al., 2002). However, at short horizons, they can be less accurate, due to their dependence on local bathymetry, computational grid spacing and set-up boundary conditions. For recent evidence on model accuracy, see Garcia-Medina et al. (2013) and Chawla et al. (2012).

The forecasting experiments were run over four 15-day periods, July 1–15, October 1–15 and December 1–15, 2013, and January 1–15, 2014, using boundary spectra from the European Center for Medium-range Weather Forecasts (ECMWF) high resolution model. The wave model is fully interactive with the IFS Atmospheric model and provides hourly global output of wave spectra (Bidlot, 2012). The forecasts begin starting at zero and 12 h for each day, over a horizon of 48 h. In order to insure comparability, the time series models are run only for the same intervals as the SWAN forecasts.

Table 3 reports the findings for the Amphitrite–Estevan wave farm. At the 1 h horizon, the lowest forecast errors are achieved by the time series models: 22 percent for the flux, 19 percent for the Pelamis, 24 percent for the two-body heaving converter, 11 percent for the heave buoy array and 17 percent for the oscillating flap device. However, the accuracy of the time series models falls off very rapidly. Conversely, the SWAN error shows no visible trend. Instead, the SWAN error increases over the first few hours, but then oscillates. As with the statistical models, the accuracy of the SWAN forecasts also varies depending on the particular device. The points of convergence, at which SWAN forecasts more accurately than the time series models, are 3 h for the flux and most of the WECs, but as little as 2 h for the two-body heaving converter.

The La Perouse wave farm simulation extends only to April 2013, so a second database was created using the EC buoy and SWAN simulations. This data set runs from January to December 2013, so the accuracy calculations are for 2013 alone. Table 4 reports the forecast errors. Using the time series model, the errors are 18 percent for the flux and the Pelamis, 25 percent for the two-body heaving converter, 19 percent for the heave buoy array and 20 percent for the oscillating flap device. Here also, the SWAN error does not trend so much as fluctuate. The convergence point occurs at about 2 h for the flux, the oscillating flap device and the two-body heaving converter, and 3 h for the other two converters. At this location, SWAN effectively captures the transitions between periods of high and low energy, particularly in October and December. By comparison, the time series model imparts too much inertia to the forecast, missing the transition points.

For both locations, the two-body heaving converter consistently shows the highest forecast errors. The Pelamis device shows the
lowest errors at the La Perouse site, while the heave buoy array performs best at Amphitrite–Estevan. Despite the greater depth, the forecast error is substantially lower at La Perouse than at Amphitrite–Estevan. Because of the greater wave heights at La Perouse, the Pelamis and two-body heaving converter frequently operate at their maximum power, a constant value. Conversely, at the Amphitrite–Estevan wave farm, both WECs consistently operate below their maximum power, so the resulting series are more variable.

Table 5 reports the findings for the Florencia wave farm. At the 1 h horizon, the time series model errors are 8.3 percent for the bottom-fixed heaving converter and 9.7 percent for the oscillating flap device. The accuracy deteriorates very rapidly, so that by 6 h the errors have surpassed 20 percent. By comparison, SWAN yields errors of 16 and 21 percent at the 1 h horizon, but the deterioration in accuracy is much slower. The convergence point for both converters is about 6 h. SWAN is a bit less accurate for the flux, where the convergence point is closer to 9 h. In contrast to the two deep water sites, the accuracy of the SWAN forecasts does deteriorate as the horizon increases. However, at long horizons, SWAN is substantially more accurate than the regression.
7. Integration into the grid

The final issue, and perhaps the most critical one for the power industry, is integrating wave energy into the grid. The cost of grid integration can be quantified in terms of reserves, i.e., generating capacity available to buffer against the uncertainty from variable energy sources. Load data is available from BC Hydro, the utility that serves British Columbia, from 2007 onward (BC Hydro, 2014).

At BC Hydro, there are three categories of reserves. Regulating reserves are used to meet performance criteria on a minute-to-minute basis. Load following reserves are used to track changes in load over time horizons of 10 min. Balancing (or imbalance) reserves cover differences between the hourly load and the forecast 1 h ahead. Capacity-up reserves cover deficits in wave power relative to forecast, while capacity-down reserves cover wave power surpluses. Another interesting number is the net...
power required from conventional sources, i.e., the load less the share supplied by wave power. Because of the nonlinear variability in waves, this is less predictable than the load itself.

The grid integration experiments were set up as follows. The first 500 observations were used as a training sample. The wave power output series were then forecasted iteratively, using the time series model, over a 1 h horizon. In each instance, the models were estimated over prior values, forecasted, then re-estimated over the most recent value, etc. All the predictions are true out-of-sample forecasts, in that they use only data prior to the start of the horizon. Time-varying parameter regressions can be estimated either using a Kalman filter (Kalman, 1960) or a moving window. With an unrestricted Kalman filter, the coefficients behave as a random walk, reducing predictive accuracy, so the moving window was used instead. Narrower widths allow high degrees of coefficient variation, while wider widths make the coefficients
more inertial (Rossi and Inoue, 2012). The lowest predictive errors were found for widths in the range of 400–600 h. In the tests, a window width of 480 h was used.

To forecast the power load, the well-known ARIMA (autoregressive, integrated, moving average) class of models was used, again with time-varying parameters. Let $Y_t$ denote the demand for power. Following the notation of Box and Jenkins (1976), let $\phi(L)$ be the autoregressive operator, represented as a polynomial in the backshift operator: $\phi(L) = 1 - \phi_1 L - \cdots - \phi_p L^p$, and $\Phi(L)$ be the seasonal autoregressive operator. Let $\theta(L)$ be the moving average operator: $\theta(L) = 1 + \theta_1 L + \cdots + \theta_q L^q$, and $\Theta(L)$ be the seasonal moving average operator. Let the superscript $\xi$ denote the order of differencing, and the superscript $\zeta$ denote the order of seasonal differencing. Let the superscript $f$ denote the cyclical frequency; for

![Fig. 11. Power output, bottom-fixed heave buoy array, Florencia. Left scale: kW.](image)

![Fig. 12. Power output, bottom-fixed oscillating flap device, Florencia. Left scale: kW.](image)
the hourly data, $f = 24$. The model is then of the form:

$$(1 - L)Y_t = (1 - L^3)Y_t + \left(\theta_1(L)\theta_2(L)/\phi_1(L)\phi_2(L)\right)\epsilon_t$$  \hspace{1cm} (4)$$

The hourly load forecasting model is an ARIMA (3,0,0)(2,1,0), i.e., three proximate lags, two lags at horizons of 24 and 48 h, and differing at the 24 h horizon.

In order to be able to compare the reserves associated with different types of converters, the wave power was normalized to 500 MW, or 7.25 percent of the load. The forecasts are run for three time periods, coinciding with the intervals covered by the wave farm simulations. Table 6 reports the mean values for capacity-up and capacity-down reserves, expressed both in MW and as a share of the power. Table 7 reports the forecast errors for the load, the wave farms and the net power.

The errors for the aggregate load (Table 7) are fairly similar for all three periods, ranging from 0.76 to 0.89 percent. Balancing reserves (Table 6) are in the range of 53 to 59 MW, or less than 1 percent of the load. Capacity-up reserves are marginally higher than capacity-down reserves.

The forecast errors for the wave farms are lower than in the experiments for the shorter periods reported in Tables 3–5. These are the average errors for all points covered in the wave farm simulations.

**Amphitrite–Estevan:** At Amphitrite–Estevan, the wave power errors are 11.9 percent for the Pelamis, 14.4 percent for the two-body heaving converter, and 10–10.5 percent for the heave buoy array and oscillating flap device. The capacity-up reserves required for the Pelamis, the heave buoy array and the oscillating flap device range from 47 to 53 MW, or 7–10 percent of the wave power. The capacity-down reserves are range from –43 to –46 MW, or 8–11 percent of the wave power. The forecast error for the net power (Table 7) is in a narrow range of 1.41–1.45 percent. For the two-body heaving converter, reserves are higher 65 MW for capacity up and –64 MW for capacity down, or 13–14 percent of the wave power, while the net power error increases to 1.6 percent.

**La Perouse:** At La Perouse, the forecast errors are 7.8 percent for the Pelamis, 9.4 percent for the two-body heaving converter, 7.9 percent for the heave buoy array and 9.2 percent of the
Table 5
Forecast errors for Florencia.

<table>
<thead>
<tr>
<th>Time series models</th>
<th>SWAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Forecast Horizon</strong></td>
<td><strong>Bottom-fixed heaving converter</strong></td>
</tr>
<tr>
<td><strong>flux</strong></td>
<td><strong>Oscillating flap</strong></td>
</tr>
<tr>
<td><strong>Reserves (MW)</strong></td>
<td><strong>Reserves (MW)</strong></td>
</tr>
<tr>
<td><strong>Reserves/ power</strong></td>
<td><strong>Reserves/ power</strong></td>
</tr>
<tr>
<td><strong>Mean Absolute Error (%)</strong></td>
<td><strong>Mean Absolute Error (%)</strong></td>
</tr>
</tbody>
</table>

Statistics are the mean absolute percent error.
Time period: selected dates in July, October and December 2013.

Table 6
Balancing reserves.

<table>
<thead>
<tr>
<th>Site and converter</th>
<th>Hourly power scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capacity up (MW)</strong></td>
<td><strong>Capacity down (MW)</strong></td>
</tr>
<tr>
<td>** Rates**</td>
<td>** Rates**</td>
</tr>
<tr>
<td><strong>Reserves/ power</strong></td>
<td><strong>Reserves/ power</strong></td>
</tr>
<tr>
<td>** Mean Absolute Error (%)**</td>
<td>** Mean Absolute Error (%)**</td>
</tr>
</tbody>
</table>

The period covered by the Amphitrite–Estevan simulation is April 19, 2013 to January 17, 2014.

The period covered by the La Perouse simulation is January 1, 2012 to April 28, 2013.

The period covered by the Florencia simulation is January 1, 2013 to January 17, 2014.

Statistics are the mean absolute percent error. The period covered by the Amphitrite–Estevan simulation is April 19, 2013 to January 17, 2014.

8 percent of the power, while capacity down reserves are –32.6 MW, or 9 percent of the power. The net power error ranges from less than 1 percent for the Pelamis to 1.16 percent for the two body heaving converter.

Florencia: At Florencia, the forecast errors are 4.6 percent for the bottom-fixed heaving converter and 6.5 percent for the oscillating flap device. The capacity-up reserves are as little as 22.4 MW or 4.4 percent of the wave power for the bottom-fixed heave buoy array. Capacity down reserves are roughly –20 MW, or 4.9 percent of the power. The reserves are much higher for the oscillating flap device. Capacity up reserves are 50 MW, or 15.9 percent of the power, while capacity down reserves are –47.6 MW, or 13.5 percent of the power. The error for the net power is 1.03 percent for the heave buoy array and 1.15 percent for the oscillating flap device.

In order to provide some context for these reserve and error values, it is useful to compare them with calculations for wind and solar energy. Forecasting experiments for wind speed at the 1 h horizon have found that the minimum error, even in optimal wind conditions, is in the range of 12–16 percent, but more typically lies in a range of 25–30 percent (Reikard, 2008, 2010). For solar energy, the errors are usually higher. Forecasting tests for solar irradiance at ground level have found errors in the range of 20 percent in areas with little cloud cover, but errors closer to 40 percent in areas where cloud cover is heavier (Reikard, 2009).

BC Hydro does not release data on wind and solar power. However, wind and wind forecast time series have been published by the Bonneville Power Administration (BPA) in the United States. The BPA serves the region just south of British Columbia–Washington, Oregon, Idaho and parts of the surrounding states—so that its data sets provide a reasonable benchmark for comparison. Hourly values for reserves and wind power were downloaded for January 1, 2012 through December 31, 2013 (Bonneville Power Administration, 2014). BPA operates more than 40 wind farms, with a combined capacity of 4515 MW; the average hourly power was 1218 MW. Using BPA’s hourly forecast for wind power, the mean error was 59 percent, although this is upwardly biased by a small number of extreme errors. If these are excluded, the error is in the 30 percent range. Capacity up reserves averaged 164 MW, or 16 percent of the wind power, while capacity down reserves averaged 115 MW, or 35 percent of wind power. These values are
of course not independent of scale. If they are scaled down to 500 MW, as in the wave simulations, the corresponding values would be 68 MW and 47 MW. These are still much larger, both in absolute terms and as a percent of renewable energy, than the values calculated for any of the wave farms.

8. Conclusions

This study has yielded several findings. First, physics model simulations are an effective way to interpolate missing values, particularly when dealing with extended gaps in the wave buoy records. One of their main strengths is their ability to capture seasonality. It is acknowledged that physics models hindcasts are smoother than buoy data. However, over the larger geographic areas spanned by wave farms, physics models may be more effective. The degree of smoothing implied by geographic dispersal can be substantial. At the sites analyzed here, the forecast errors for the wave farm power series are on the order of 30 percent lower than for the individual buoys.

Second, the power output from WECs does not have the same properties as the flux. The flux is by construction extremely volatile. The WEC power output exhibits much less variability. Both the flux and the power output exhibit seasonality, increasing during the autumn and winter months. However, during winter storms, when the flux can be very difficult to forecast, the power output can actually become more predictable as the converters reach their maximum ratings.

Third, time series models predict more accurately over short horizons while physics models are found to forecast more accurately over longer horizons. The convergence points range from 2 to 3 h at the deep water sites to 6 h at the one shallow site. This is lower than in previous studies. Despite this, at the 1 h horizon necessary for calculating reserves, the time series models are more accurate. The most likely explanation is that the physics model is capturing the underlying causal mechanisms at lower frequencies, while the time series model is picking up mainly on serial correlation (dependence between proximate time points) in the data. The recommendation is therefore to use time series models for short-term forecasts at the horizons required for reserves, but to use physics models for longer-term planning.

Fourth, the degree of forecast accuracy differs both for the particular WEC and the location. For the shallow water devices, the heave buoy array shows a much greater degree of accuracy than the oscillating flap device. For the deep water devices, the errors for the Pelamis, the heave buoy array and the oscillating flap device are in the same range at one site (Amphitrite–Estevan), while the error for the two body heaving converter are higher. At the other location, the errors for the heaving converter and oscillating flap device are higher than for the other two converters. The errors can also vary over particular intervals. For the longer periods spanned by the simulations, the average errors are lower than over the shorter intervals used in the SWAN-time series comparison. Further analysis is warranted, but the findings here indicate that attenuators and heave buoy arrays are less costly in terms of reserves.

Finally, integration of wave power into the grid requires lower reserves than wind and solar. The forecast errors at 1 h can be as low as 5 percent in shallow water. Based on the locations here, they are typically in the range of 10–14 percent at slightly deeper areas along coastlines and 8–10 percent in deep water. These are lower than for other types of renewable energy. In this sense, the findings argue in favor of developing wave power along the Pacific coast, and at sites with comparable conditions around the world.

Appendix A

Tables A1–A4.

Table A1
Conversion matrix for the floating two-body heaving converter. Power is in kW.

<table>
<thead>
<tr>
<th>Significant wave height (m)</th>
<th>Wave period (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>1.0</td>
<td>6</td>
</tr>
<tr>
<td>1.5</td>
<td>13</td>
</tr>
<tr>
<td>2.0</td>
<td>24</td>
</tr>
<tr>
<td>2.5</td>
<td>65</td>
</tr>
<tr>
<td>3.0</td>
<td>96</td>
</tr>
<tr>
<td>3.5</td>
<td>192</td>
</tr>
<tr>
<td>4.0</td>
<td>256</td>
</tr>
<tr>
<td>4.5</td>
<td>327</td>
</tr>
<tr>
<td>5.0</td>
<td>358</td>
</tr>
<tr>
<td>5.5</td>
<td>610</td>
</tr>
<tr>
<td>6.0</td>
<td>711</td>
</tr>
<tr>
<td>6.5</td>
<td>788</td>
</tr>
<tr>
<td>7.0</td>
<td>781</td>
</tr>
</tbody>
</table>
Appendix B. Supporting information

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.oceaneng.2015.04.081.
