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ABSTRACT

The objective of this work is to assess the potential of Mn-Fe-Si-P for magnetic

heat pump applications. Mn-Fe-Si-P is a first order transition magnetocaloric material

made from safe and abundantly available constituents. A significant magnetocaloric

effect occurs at the transition temperature of the material. The transition tempera-

ture can be tuned by changing the atom ratios to a region near room temperature.

Mn-Fe-Si-P in magnetic heat pumps is investigated by determining the material’s

properties, 1D system modeling and experiments in a magnetic heat pump prototype.

We characterize six samples of Mn-Fe-Si-P, based on their heat capacity and mag-

netization. The reversible component of the adiabatic temperature change is found

from the entropy diagram and compared to cyclic adiabatic temperature change mea-

surements. Five of the six samples are selected to be formed into epoxy fixed crushed

particulate beds, which can be installed into a magnetic heat pump prototype.
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A system model is constructed to understand the losses of the magnetic heat pump

prototype. Several experiments are performed with Gd with rejection temperatures

around room temperature. Including dead volume and casing losses improves the

modeling outcomes to match the experimental results closer.

Experiments with Mn-Fe-Si-P are performed. Five materials are formed into mod-

ular beds that can be combined into two layer configurations. Six experimental config-

urations are tested, one single layer regenerator test with a passive lead second layer,

and five experiments using two layers with varying transition temperature spacing

between the materials. The best performance of the beds was found at close spacing

at suitable rejection temperatures. It was found that at far spacing, the performance

of stronger materials would produce a lower temperature span than that of weaker

materials at close spacing.

The experiments provide results that are used to validate the system modeling

approach using the material data obtained of the Mn-Fe-Si-P samples. We integrate

material properties into a system model. A framework is proposed to take into ac-

count the hysteresis. This framework shows an improvement of the predicted trend

for a single layer case. The proximity of simulation and experimental multi-layering

results are dependent on the rejection temperature. At the higher end of the rejec-

tion temperature the modeling results over-predict the temperature span around the

active region. At lower rejection temperatures the simulation under predicts the ex-

perimental temperature span. The inclusion of experimental pressure drop improved

the trends found at higher rejection temperatures. A further improvement was found

varying the interstitial heat transfer term. Modeling future research should focus

on characterizing the thermo-hydraulic closure relationships for crushed particulate

epoxy fixed beds, and improvements to the heat loss model.

Mn-Fe-Si-P is able to produce a temperature span, when a suitable set of Mn-Fe-

Si-P materials are selected based on minimal hysteresis, making it a viable material

for magnetic heat pump applications. The performance of Mn-Fe-Si-P is further

improved by layering materials with closely spaced transition temperature. Future
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research should focus on increasing the production of Mn-Fe-Si-P materials with low

hysteresis, and improving the regenerator matrix geometry and stability.
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Chapter 1

Introduction

1.1 Background

Vapour compression heat pump systems provide heating and refrigeration for a broad

range of applications; however, vapour compression refrigeration systems are sub-

jected to increasing regulations concerning refrigerant use [1, 2]. The regulations

concern the fade out of refrigerants based on Hydrofluorocarbon’s (HFC’s) and hy-

drochlorofluorocarbon’s (HCFC’s). HFC’s and HCFC’s are powerful greenhouse gases

(GHG) and ozone depleting substances. Currently, these refrigerants are used by an

estimated 3 billion operating refrigeration devices, and 7.8 % of global greenhouse

gases are attributed to refrigeration. With roughly two-thirds due to indirect emis-

sions; carbon emissions from grid scale electricity production. The other one-third are

direct emissions of refrigerants, which leak into the atmosphere during maintenance

or improper handling of the units at end-of-life [3]. Developing replacements for these

refrigerants is currently a major field of research [4]. Hydrocarbons have shown to be

a good alternative for small domestic applications, and CO2 for large scale industrial

applications [4]. Hydrocarbons are flammable and bring with them safety concerns.

However, it is projected that in 2020 75 % of domestic refrigeration units sold will use

isobutane (HC-600a). As for CO2, it requires high pressures and costly equipment.

Recent developments in CO2 system have made them a viable option and are find-
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ing adoption in Europe mainly [5]. Vapour compression continues to be researched;

however, other novel technologies are sought out to provide a combination of higher

energy efficiency and use only environmentally friendly materials and liquids.

Magnetic refrigeration is seen as a promising alternative to vapour-compression

cycles due to high theoretical efficiency and use of benign heat transfer liquids [6, 7].

If the high theoretical efficiency is realized and implemented, significant amounts of

primary energy and CO2 emissions are mitigated by electricity savings. The use of

benign liquids eliminates the use of refrigerants and therefore, removes the danger of

these GHG leaking into the atmosphere. An additional benefit is that the compres-

sors can be replaced with a pump, suggesting quieter refrigeration systems could be

realized.

Magnetic heat pumps were exclusively used for cryogenic applications before the

seminal paper of Brown [8]. Brown was able to achieve a temperature span of 47

◦C around room temperature using a 7 T superconducting magnet. Near room tem-

perature, Gadolonium (Gd) temperature increases with approximately 15 ◦C when

exposed to a field from a 7.5 T field change [9]. Brown showed that this temperature

increase could be enhanced by regeneration of a fluid column. Barclay and Steyert

describe the opposite principle in their patent [10], where heat transfer fluid is oscil-

lated while a porous matrix of Gd material is used as the regenerator. By alternating

the heat transfer fluid and magnetic field a temperature gradient is created in the

regenerator. This device is called the active magnetic regenerator (AMR). The AMR

functions as a passive regenerator, responsible for the heat exchange between the

porous matrix and the heat transfer liquid as well as an active component referring

to the temperature change in the solid as a function of applied field values. Using

the AMR design, Zimm et al. show that magnetic refrigeration can achieve similar

cooling power and coefficient of power (COP) as vapour compression. Zimm et al.

present a refrigerator capable of producing 500 W of cooling power with a COP of

five with a temperature span 12 K [11].

The commercialization of efficient magnetic heat pumps still face challenges with
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respect to the design of an apparatus and the active materials used [12, 13]. Trevizoli

et al. highlight some of the main loss mechanisms that need to be addressed to increase

performance of the magnetic heat pump: demagnetizing effects, housing heat leaks

and dead volume losses, to name some. These issues will be discussed at length later.

The active materials used are known as magnetocaloric materials. These materials

exhibit a temperature change and entropy change with varying magnetic field termed

the magnetocaloric effect (MCE). The magnitude of these properties impact magnetic

heat pump performance. An additional challenge is that these materials also need to

be shaped into effective regenerators with a low pressure drop, while maintaining a

high volumetric density [14]. Lastly, the materials should remain intact and maintain

their MCE properties during cycling.

Mn-Fe-Si-P is a novel magnetocaloric material which consists of abundantly avail-

able non-toxic constituents [15]. It provides a substantial MCE effect around its

transition temperature, and the transition temperature can be tuned near room tem-

perature by changing the ratio of the constituents used. These benefits make Mn-Fe-

Si-P a prime contender as a magnetocaloric material for commercial, high efficiency

magnetic heat pumps.

1.2 Magnetocaloric Effect

The magnetocaloric effect (MCE) is the physical phenomena that powers magnetic

heat pumps. The MCE is characterized by two components, the entropy change due

to magnetic ordering, and the adiabatic temperature change, both driven by changing

magnetic field values. In Fig. 1.1, a representative entropy diagram, demonstrates

the field and temperature dependence of a magnetocaloric material. For a given tem-

perature, the high field entropy curve is lower than the low field entropy curve. The

resulting isothermal specific entropy change, ∆s, and adiabatic isentropic tempera-

ture change, ∆Tad, are shown for an arbitrary temperature at zero applied field.
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Figure 1.1: A sketch of the entropy diagram of a magnetocaloric material at the
transition temperature.

In the ordinary magnetocaloric effect, when the magnetic field is increased the

temperature of the solid increases. Subsequently, when the field is removed the tem-

perature of the solid decreases. Likewise, the application of a magnetic field results

in a decrease in entropy, while the removal of field results in a increase in entropy.

A large MCE is associated with the presence of a phase change. Magnetocaloric

materials are classified into two types of phase changes. A distinction is made between

first order (FOM) and second order (SOM) transitions material. Theoretically, the

FOM’s exhibits a discontinuity in the first order differential of the entropy at the

’Curie’ or transition temperature, Eq. 1.1. Whereas, SOM’s exhibit a discontinuity in

the second order differential of the entropy, Eq. 1.2. In real systems the discontinuity

of the first order transition is not found due to impurities and spatial variations

in material composition. However, the transition is distinct from the second order

transition due to a latent heat at the transition temperature [13].
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First order

(
∂S

∂T

)
= undefined at T = TC (1.1)

Second order

(
∂2S

∂T 2

)
= undefined at T = TC (1.2)

Gd is used as a benchmark material for magnetocaloric heat pumps. This material

undergoes a second order magnetic transition near 293 K. The origin of the second

order transition of the Gd material is the transition from the ferromagnetic to para-

magnetic state at the ’Curie’ temperature [16, 13]. The transition temperature can

be tuned between 235K and 293K by forming alloys of Gd with Dysprosium (Dy),

Terbium (Tb), Yttrium(Y), or Erbium (Er). The second order transition materials

(SOM’s) are easy to characterize [17] and can be modeled theoretically using mean

field theory [16]. As such, they are often used for prototype testing and modeling;

however, Gd and these other rare-earth constituents are costly and therefore difficult

to commercialize.

Mn-Fe-Si-P is a novel first order transition material. The first order transition

in Mn-Fe-Si-P material is classified as a magneto-elastic first order transition [18].

Here the lattice symmetry remains unchanged, but there is an anisotropic change in

the cell parameters ∆c/a [19]. Unlike FOM’s La(Fe,Co,Si)H or Mn-Fe-As-P, it does

not contain any rare-earth elements or toxic elements. The first order transition of

this material brings with it two challenging aspects. The first is the hysteresis which

accompanies the first order transition. For example, in Fig. 1.2 the infield specific

heat of Gd [17] and a sample of Mn-Fe-Si-P [20] is shown at 0 T and 1 T. The

hysteresis in the Mn-Fe-Si-P material is characterized by measuring the properties

while heating and cooling the samples. For Mn-Fe-Si-P, the difference in specific heat

peak for fixed field values is due to the hysteresis of the samples. The hysteresis in

these materials can be reduced by careful selection of the right constituent ratios,

purity, and production process.
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The second challenge with Mn-Fe-Si-P is the limited range in which these mate-

rials exhibit a useful MCE. The MCE is distributed as a peak around the transition

temperature. The width of this peak, for moderate field changes of 1 T, in SOM’s

can exceed 20 K, while in FOM’s this is often below 10 K. To overcome this limited

temperature range, FOM’s have to be layered in a AMR system. We will first discuss

the active magnetic regenerator cycle and follow with the layering of materials in an

AMR.

1.3 Active Magnetic Regenerator Cycle

Using the magnetocaloric effect a magnetic heat pump cycle can be designed [21]. A

magnetocaloric cycle based on the Brayton cycle goes through four steps to provide

cooling. In Fig. 1.3 a depiction of this regenerator cycle is shown, the image follows

the following four steps:

Step one: The field is applied, increasing the temperature of the regenerator through-

out the bed. The red line indicates the rise of the average temperature of
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the bed with applying field from the starting temperature indicated by the

dotted state.

Step two: A piston moves fluid from the cold to the hot side. This is called the

cold blow of the cycle. The fluid colder than the regenerator removes the

heat from the regenerator. A decrease in temperature is indicated by the

blue solid line from the last temperature state of step one depicted by the

dotted line. The removed heat from the regenerator is rejected using the

hot side heat exchanger (HEX).

Step three: The field is removed from the regenerator, lowering the temperature of

the regenerator. The new temperature along the bed is represented by the

solid line.

Step four: The piston moves back to the original position pushing fluid from the

hot side to the cold side. This is called the hot blow of the cycle. The

regenerator at a colder temperature than the fluid removes heat from the

fluid hence cooling the fluid. This chilled fluid can be used to absorb heat

at the cold heat exchanger.

Back to step one: The cycle can return to the first step to continue pumping heat.
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Figure 1.3: Four step process of the active regenerative process. The solid line is the
current temperature profile along the regenerator while the dotted line is temperature
from the previous step.

Ideally, the regenerator produces a larger temperature span than a single stage

magnetic cycle. Each layer of the regenerator goes through its own thermodynamic

Brayton cycle. Since the MCE is temperature dependent, each layer’s MCE can be

tuned to an expected temperature for each location in the regenerator. Mn-Fe-Si-P

MCE can be tuned between a lower bound temperature of 220 K and a higher bound

temperature of 380 K [15], making it ideal for room temperature applications. By

layering various Mn-Fe-Si-P samples with cascading transition temperatures in an

AMR, MCE properties are maintained along the regenerator temperature gradient.

This effectively provides a consistent MCE along the designed regenerator tempera-

ture gradient.
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1.4 Layering of Materials

The entropy change and adiabatic temperature change for magnetocaloric materials

are bound to a limited temperature region. To expand the operating temperature

of a regenerator, multiple magnetocaloric materials are cascaded to cover a broader

temperature range. Fig. 1.4 and Fig. 1.5 show how multiple Mn-Fe-Si-P materials

compare to Gd based on their entropy change and adiabatic temperature change,

respectively. A single Mn-Fe-Si-P material would not perform well due to the limited

temperature region where the material is active. Multiple materials, however, span

a large temperature range. As can be seen in Fig. 1.4, the entropy change is much

larger for Mn-Fe-Si-P, while, in Fig. 1.5, the adiabatic temperature change is less

than Gd.
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Figure 1.4: Entropy change of five Mn-Fe-Si-P materials shifted with transition tem-
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The materials need to be optimally distributed along the regenerator. From ex-

perimental work, we have found that the temperature gradient along the regenerator

is dependent on the active region of the materials used in that layering. The active

region of FOM’s is defined by their adiabatic temperature change curves full width

half maximum [22, 20]. Govindappa et al. showed that the active region is correlated

to the maximum temperature span that can be obtained in layering experiments [22].

Some trends emerge from the experimental literature review for layered AMR exper-

iments (See Table A.1 for a summary). The transition temperature of SOM’s tend

to be spaced further apart from each other than FOM’s. This is due to their broad

active region. The stronger the magnetic field, the larger the active region becomes of

each material, the Curie spacing between the layers may be increased [23, 24, 25, 26],

in contrast low fields demand a closer spacing [27]. FOM’s that are spaced apart fur-

ther than 5 ◦C often not fully utilize all layers given that FOM FWHM’s are smaller

than those of SOM’s. In most experimental studies the maximum temperature span

condition will span the operating range of the materials. In some of the reviewed

experimental works this was not achieved [23, 28, 29, 30, 22].
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There are various reasons for not all materials being utilized in the experiments

with layered AMR’s. Several aspects are important to creating a temperature span,

which includes the active region of all the materials in the regenerator:

1. Heat transfer properties between fluid and MCM

2. Casing heat leaks

3. MCM selection

4. Optimized operating parameters

The heat transfer properties between the fluid, are important to couple the tem-

perature change of the materials to the fluid temperature change. Tušek et al. showed

that when plates are used, the fluid is unable to interact with the plates optimally.

This results in the colder layers inability to further increase the temperature span

[31]. The heat transfer properties depend on the geometry of the regenerator and

operating conditions of the experiment. Different geometries have been evaluated for

their heat transfer characteristics and losses [14].

Heat leaks are unwanted interactions with the ambient environment. These heat

leaks occur at the heat exchangers and along the casing housing the regenerator.

The casing heat leaks inject heat at each point along the regenerator, increasing

the cooling power needed to maintain the temperature span [32]. Using an interface

thermocouple between two layers of SOM’s Teyber et al. showed that the temperature

gradient may be disturbed by casing heat leaks [33].

The selection of the materials is important as they determine the active region

of the AMR. When materials are selected where the active region is spaced too far

apart the temperature span may not be the result of all layers. For example, Green

et al. layer two SOM’s in a AMR. The AMR uses Gd and Tb as first and second

layer, respectively, with a Curie temperature of 293 and 235 K [23]. The Gd layer

is unable to lower the heat transfer gas temperature to within the temperature that

Tb becomes active [23]. For FOM’s, this temperature difference between layers may
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be much smaller at which we see this failure. Legait et al. used a set of FOM’s and

spaced the transition temperature between the materials further than 5 ◦C, resulting

in a temperature span that did not cover all material’s active regions [28].

Typically, experimental settings can be optimized by changing the rejection tem-

perature, displaced volume and frequency of a device. For some conditions, increasing

the displaced volume and frequency can mitigate the impact of the heat leaks [34].

Govindappa et al. also showed the importance of layer thickness and operating con-

ditions [22]. Using eight layers of Mn-Fe-As-P, it was found that a regenerator using

shorter layers was unable to build a temperature span covering the range of all ma-

terials, as compared to a regenerator using thicker layers where this condition was

achieved. At low displaced volume, in a six layer configuration, the temperature span

only span the first three layer’s active region. When the displaced volume is increased,

the temperature span was found to span all the layers.

1.5 Modeling

Modeling of the regenerator system can improve understanding of experimental re-

sults. Several modeling studies have been performed examining layered regenerators:

first order materials [35, 36, 37], second order materials [38, 39, 40, 41, 42, 43, 33]

and comparing first and second order materials [44, 35, 45, 46].

Most modeling approaches are based on 1D numerical methods [47]. A comparison

between a 1D and 2D model of a thin plate regenerator showed little differences in

modeling outcomes for temperature span and cooling power [48]. Recently, 3D models

have been developed for AMR applications using software packages FLUENT [46] and

OpenFOAM [49]. These models incur a larger computational cost than 1D modeling

approaches. Simplified modeling approaches exist for AMR that treat the AMR as a

single heat pump unit [39, 50, 51]. Another simplified method uses a thermodynamic

analysis of the magnetic Erickson cycle [42]. 1D methods have shown to produce

good agreement in modeling the peak obtained temperature span, when considering
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layered FOM’s [45]. Modeling provides detailed insight on emergent performance of

the system due to material and system design choices.

The distinction between implementing FOM’s and SOM’s in to 1D modeling is

due to the material properties. The material properties of the FOM’s vary sharply

with magnetic field and temperature compared to SOM’s. This leads in some models

to the use of a high number of temporal nodes. For example, for SOM’s 400 time

nodes was sufficient [52], for FOM’s Monfared and Palm use 8000 time steps [41] and

Zhang et al. use 40000 time nodes [37].

An additional difficulty is the implementation of the hysteresis of the first order

transition. Hysteresis results in entropy generation at the transition and results in

history dependent values for specific heat, magnetisation and entropy of the material.

The hysteresis has been numerically implemented by reducing the magnetocaloric

effect with an irreversible magnetisation component [35], by using only the reversible

adiabatic temperature change [53, 20]. Both these techniques have been adopted

in modeling to account for the hysteresis; however, more validation is needed to

determine the accuracy of these methods.

Methods to understand the history dependent behaviour of the magnetocaloric

materials is an active area of research. Success has been made with Preisach modeling

[54, 55]. Preisach modeling has shown to reproduce the temporal behaviour of mag-

netocaloric material Gd-Si-Ge for fixed temperature and field values [56]. However,

no implementation has been made combining Preisach modeling with 1D modeling

as of yet.

1.6 Objectives and Approach

The objective of this work is to assess the potential of Mn-Fe-Si-P for magnet heat

pump applications. The materials exhibit a first order transition at the transition

temperature. A significant magnetocaloric effect is found in a small temperature

region around the transition temperature that is linked to the ratio of the constituents
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[57]. To achieve large temperature span, the materials need to be layered in an AMR.

To properly understand the optimal layering strategy using these material samples, a

system model needs to be developed that captures the details of experiments. Using

this model,the size of each layer and order of materials can be optimized for a magnetic

heat pump system.

The investigation of Mn-Fe-Si-P materials involves the following steps:

1. Characterize material properties;

2. development of system model;

3. experimental study of layered FOM’s in AMR; and,

4. a numerical study of the experimental results.

In the first step, six samples of Mn-Fe-Si-P are characterized based on their infield-

specific heat capacity and magnetization data [58]. The first five samples are selected

based on low hysteresis and transition temperatures around room temperature. The

sixth sample is selected with a large hysteresis. The hysteresis, inherent in these

samples, is determined by measuring the material’s properties in heating and cooling

direction. The entropy diagram based on this measured data is constructed for heat-

ing and cooling direction [53]. The adiabatic temperature change is measured using

a direct measurement that cycles the material in and out of an applied field. This

cyclically measured direct measurement represents the reversible component of the

adiabatic temperature change [59]. The adiabatic temperature change from the en-

tropy diagram is compared to this cyclically measured adiabatic temperature change

to determine the function of the materials in an AMR cycle [20].

In the second step, a system model is developed to simulate a permanent magnet

prototype device under experimental conditions [60]. The model is based on a 1D

numerical approach that provides a good balance between experimental details and

computational cost [47]. The model is validated using a well known material, Gd,

as magnetocaloric material. Key device parameters of the system are dead volume
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and casing losses. A set of experiments are designed to test varying dead volume and

casing boundary condition assumptions.

The third step involves testing of regenerator structures in a permanent magnet

prototype device. Five of the previously characterized materials are used to construct

regenerator consisting of two layers. The set of experiments use a variation of transi-

tion temperature spacing between layers. This allows us to understand how transition

temperature spacing impacts the performance of the temperature span versus the re-

jection temperature [61].

Finally, the two layer experimental data is studied numerical using the model.

The Mn-Fe-Si-P material data is used in the model taking into account the hysteresis

of each material. Simulation outcomes are compared to the experimental Mn-Fe-Si-P

multi layering dataset. The validation of the layered FOM model provides a tool for

future work to include optimization of the Mn-Fe-Si-P layered structures.

1.7 Outline of the Thesis

The thesis is based on a sequence of papers. Each Chapter is a paper published,

under review or to be submitted.

In Chapter 2, we describe the characterization of six samples of Mn-Fe-Si-P ma-

terials. The demagnetizing field corrected entropy diagram is constructed for each

of the materials from magnetization and infield-specific heat. Due to the thermal

hysteresis of these samples they are characterized by measuring the properties while

applying (heating) and removing (cooling) heat. Cyclic adiabatic temperature change

measurements are made of each of the samples to find the reversible component of

the adiabatic temperature change. The adiabatic temperature is reconstructed from

the entropy diagrams to be compared to the cyclic adiabatic temperature change

measurements.

In Chapter 3, we outline the system model developed for the PM1. The heat

leaks of the system need to be understood using regenerator of a known substance to
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understand the material models of the first order materials. Loss models are outlined

to find a good fit between Gd regenerator experimental results and the system model.

In Chapter 4, a layering study using FOM’s Mn-Fe-Si-P is presented. The lay-

ering study uses five of the previously measured and studied Mn-Fe-Si-P samples.

The samples are tested in six different configurations which have different transition

temperature spacing between the layers. The beds are tested for zero and 2 W net

loading conditions at rejection temperatures between 9 and 40 ◦C.

In Chapter 5, the FOM data is incorporated in the system model. The material

data is incorporated using a new material model, which takes into account the hys-

teresis of each sample and allows for continuously varying applied magnetic field. The

results of the model are compared to the experimental results from Chapter 4.

In Chapter 6, conclusions and recommendations of future work on the use of

Mn-Fe-Si-P for AMR applications is given.
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Chapter 2

Materials

The content of this Chapter is published, Journal of Physics D:Applied Physics.

The methods, experimental data and validation methods described in this Chapter

are published [20]. The paper discusses the validation of the entropy diagram by

comparing the constructed adiabatic temperature change from the entropy to the

measured adiabatic temperature change.

A concise approach for building the s-T diagram for Mn-Fe-P-Si hysteretic

magnetocaloric material

T.V. Christiaanse1, O. Campbell1, P.V. Trevizoli1, Sumohan Misra2, David van

Asten3, Lian Zhang3, P. Govindappa1, I. Niknia1, R. Teyber1, A. Rowe1

1University of Victoria, Victoria, B.C. Canada

2BASF SE Ludwigshafen, Luwigshafen am Rhein, Germany

3BASF Nederland, De Meern, The Netherlands

Accurate material data is important to understand the functioning of these mate-

rials in the AMR. Material data is gathered for six samples of Mn-Fe-Si-P materials

with the purpose to model experimental data.
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2.1 Abstract

The use of first order transition magnetocaloric materials (FOM’s) in magnetic cycles

is of interest for the development of efficient magnetic heat pumps. FOM present

promising magnetocaloric properties; however, hysteresis reduces the reversible adi-

abatic temperature change (∆Tad) of these materials and, consequently, impacts the

performance of a magnetic heat pump. The present chapter evaluates the reversible

∆Tad in a FOM. Six samples of the Mn-Fe-P-Si material with different transition tem-

peratures are examined. The samples are measured for heat capacity, magnetization,

and adiabatic temperature change using heating and cooling protocols to characterize

hysteresis. After correcting demagnetizing fields, the entropy-temperature (s-T) dia-

grams are constructed and used to calculate adiabatic temperature change using four

different thermal paths. The post-calculated ∆Tad is compared with experimental

data from direct ∆Tad measurements. Most of the samples of Mn-Fe-P-Si show that

post-calculated ∆Tad resulting from the heating zero field and cooling in-field entropy

curves align best with the ∆Tad measurements. The impact of the demagnetizing

field is shown in term of absolute variation to the post-calculated ∆Tad. A simplified

model is used to explain observed data sensitivities in the post-calculated ∆Tad.

2.2 Introduction

First order transition magnetocaloric materials (FOM’s) are of interest, as they can

be an inexpensive alternative to more costly materials used in state-of-the-art magne-

tocaloric refrigeration [62, 13]. The magnetocaloric effect (MCE) which manifests as

reversible temperature and entropy change is the driving force in the operation of a

magnetic cycle. FOM exhibit a large MCE around a narrow temperature range near

the order-disorder transition temperature. Arranging materials in layers according to

transition temperature, also known as cascading, creating an active magnetic regen-

erator (AMR) has been proposed to overcome the narrow MCE [10]. A layered AMR
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comprised of FOM’s should equal or better the performance that can be achieved with

conventional, and more expensive, rare earth materials [19]. However, the impact of

the thermal and magnetic hysteresis that are inherent to FOM’s [63], can result in

poor performance. This is a topic in need of in-depth investigation [13, 53].

The development of numerical models with reliable FOM magnetocaloric prop-

erties is essential to evaluate the technology potential, understand the physics of

the AMR and optimize design parameters [47]. In numerical modeling, the magne-

tocaloric effect is commonly implemented via an entropy-temperature (s-T) diagram

of the material. From the s-T diagram the magnetic field induced adiabatic temper-

ature change (∆Tad), from any temperature, can be computed assuming hysteresis is

negligible. Nevertheless, building the s-T diagrams from sample measurements is not

straightforward. There are three methods described in the literature to determine the

s-T diagram. One approach is the use of magnetization data and zero field specific

heat [64]. The second method is the so-called direct measurement of the entropy

change [65, 54] and the third, and most commonly used, is combining in-field specific

heat data with magnetization data [66].

The last method is used in this paper to construct the s-T diagram. The specific

heat and magnetization data are acquired from two different measurement devices.

The specific heat capacity at different isofields is measured with an in-field differential

scanning calorimeter (mDSC) [54, 67] and the magnetization is measured with a vi-

brating scanning magnetometer (VSM) [68]. To validate the constructed s-T diagram,

directly measured ∆Tad data is compared to post-calculated ∆Tad [53].

Engelbrecht et al. [53] analysed one sample of MnFeP1−xAsx FOM (As-alloy)

to determine ∆Tad and implemented the resulting properties in an AMR numerical

model. In their work, the s-T diagram was constructed from specific heat and magne-

tization data. Both measurements are repeated when sweeping sample temperatures

in a heating and cooling direction as to characterize the thermal hysteresis of the

sample. An extensive description of hysteresis characterization can be found in the

paper of Basso [69]. Engelbrecht et al.[53] use the heating and cooling at low and high
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magnetic field leading to create four entropy curves in the s-T diagram. Comparing

measured ∆Tad to the post-calculated ∆Tad it is found that for their As-alloy the

best match is obtained using an isentropic path between the heating-low field to the

cooling-high field entropy curves.

This results in a performance reduction that would be available from other isen-

tropic paths. Von Moos [56] modeled FOM Ge5Si2Ge2 by fitting a Preisach model

to its magnetization data. The model is tested against directly measured ∆Tad data

closely representing the functioning of a AMR. From the model, the ∆Tad extracted

from heating-low field and cooling-high field isoterms matched well this functioning.

The Chapters paper advances on the construction of s-T diagrams and evaluation

of the ∆Tad in FOM. First, a description of the demagnetizing field correction for the

data is presented. Second, six different samples of Mn-Fe-P-Si [15] (Si-alloys) with

different ordering temperatures are examined by comparing their direct and post

calculated ∆Tad values. Lastly, the s-T diagram construction method is discussed. A

simple model of hypothetical FOM is used to identify how several data sensitivities

influence the post-calculated ∆Tad. This hypothetical FOM can be manipulated

to show the effects of varying the order-disorder transition properties. A detailed

description is given in the discussion section.

2.3 Methods

2.3.1 Post-calculating ∆Tad thermal paths from s-T diagrams

The s-T diagram consist of isofield entropy curves constructed based on in-field spe-

cific heat and magnetization data. Since Si-alloys exhibit thermal hysteresis, both

specific heat and magnetization are experimentally measured following heating and

cooling protocols. The heating protocol is defined as data collected while the FOM

sample temperature is increased through a temperature range. The opposite defi-

nition is true for the cooling protocol. Both protocols are repeated for a range of
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applied field strengths H (in the present paper µ0Hlow = 0 T). Hence, for a particular

Hhigh four different entropy curves are obtained: two for 0T and two for Hhigh, from

which the ∆Tad is post-calculated following four isentropic paths as presented in Fig.

2.1. The four isentropic paths are: (HH) heating 0 T → heating Hhigh; (CC) cooling

0 T→ cooling Hhigh; (CH) cooling 0 T→ heating Hhigh; (HC) heating 0 T→ cooling

Hhigh.

Figure 2.1: Schematic s-T diagram for a FOM illustrating the four possible isentropic
paths when magnetizing a FOM: (HH) heating 0 T → heating Hhigh; (CC) cooling 0
T → cooling Hhigh; (CH) cooling 0 T → heating Hhigh; (HC) heating 0 T → cooling
Hhigh.

Determining the temperature difference along isentropes between low and high

isofield entropy curves (s(Ti, H)|low = s(Tf , H)|high) yields the adiabatic temperature

change:

∆Tad (Ti, Hlow → Hhigh) = Tf(s,H)|high − Ti(s,H)|low (2.1)

where, Ti is the initial temperature at Hlow and Tf is the final temperature (after

applying magnetic field) at Hhigh. In the next section the construction from specific

heat and magnetization data to isofield entropy curves is discussed.
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2.3.2 Construction of Isofield Entropy Curve

The experimental measurements for specific heat and magnetization are performed

over a temperature region of interest. The region of interest starts in the pure ferro-

magnetic phase and ends in the pure paramagnetic phase. The total entropy s(T1, H1)

is determined with respect to reference temperature T1 and field H1, by changes due

to temperature and field. The temperature induced entropy changes found using

specific heat:

s(T,H) = s(T1, H) +

∫ T

T1

cH(T ∗, H)

T ∗
dT ∗ (2.2)

Where T ∗ is a dummy variable of integration and H is the isofield condition. The

entropy change due to magnetic field is computed from the following Maxwell relation:

(
∂s

∂H

)
T

= µo

(
∂M

∂T

)
H

(2.3)

Where M is the magnetic moment per unit mass. By integrating Eq. 2.3, resulting

in Eq. 2.4, the entropy change due to field change from H1 to H at the reference

temperature, T1, is found,

∆smag (T1, H1 → H) = µ0

∫ H

H1

(
∂M(T1, H

∗)

∂T

)
H∗
dH∗ (2.4)

Where H∗ is a dummy variable of integration. Combining Eq. 2.2 and Eq. 2.4 the

total entropy at a given temperature and field is:

s(T,H) = sref (T1, H1) +

∫ T

T1

cH(T ∗, H)

T ∗
dT ∗ + µ0

∫ H

H1

(
∂M(T1, H

∗)

∂T

)
H∗
dH∗ (2.5)

The specific heat and magnetization data are measured with two different instru-

ments that utilize different sample receptacles. An accurate construction of entropy

using Eq. 2.5 requires magnetization and specific heat data at equivalent internal
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fields. Therefore, in order to properly make a combination of Eq. 2.2 and Eq. 2.4,

the demagnetizing field effect of each instrument needs to be accounted for.

2.3.3 Demagnetizing Field Factors

A sample within the applied magnetic field, Hapl, experiences a lower internal field,

Hint, due to a demagnetizing field, Hde [16]:

Hint = Hapl −Hde (2.6)

The demagnetizing field is a function of magnetization M :

Hde = NρM(T,Hint) (2.7)

WhereN is the demagnetizing factor and ρ is the material density. The demagnetizing

factor is dependent on the geometric shape and porosity of the sample, as given in

Eq. 2.8 [16]. The porosity, ε, is taken into account by correcting the demagnetizing

shape factor, Nsh,

N =
1

3
+ (1− ε)

(
Nsh −

1

3

)
(2.8)

Where Nsh is the demagnetizing factor due to the solid body shape equivalent of

the receptacle. Eq. 2.8 is for spherical particles which is assumed to approximate

the specific heat and magnetization measurements using crushed particulate in a

cylindrical receptacle [16]. The demagnetizing factor due to the receptacle shape

is based on the inner dimensions of the receptacle. Joseph [70] gives an analytical

expression for the demagnetizing factor of a solid cylinder with radius, r, and length,

L. For the direct measurements of the ∆Tad, the crushed particulate is housed in a

conical structure. A COMSOL 3D finite element simulation is performed to determine

the demagnetizing factor of the conical shape. The simulation assumes a solid conical

body, with magnetization properties similar to Si-alloys, subjected to an applied
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field strength equal to the field found in the direct measurement apparatus. The

demagnetizing factor is then extracted from the volumetric average internal field of

the receptacle. Table 2.1 lists shape and porosity corrected demagnetizing factors for

each measurement device. Each device is limited to measure within a temperature

range. These temperature ranges are listed in the table 2.1.

Table 2.1: Nsh and N are shape and correction of porosity. The limited temperature
range of each measurement device is additionally listed.

Device (1− ε) L (mm) (2 · r) (mm) Nsh N Temperature Range
Magnetization 0.66 0.66 2.45 0.619 0.513 250-313
Specific heat 0.5 0.82 5 0.141 0.237 260-321

∆Tad 0.6 0.406 0.374 251-322

The demagnetizing factors listed are used to correct field values of specific heat,

magnetization and ∆Tad experimental data.

2.3.4 Applying the Demagnetizing Field Correction

Magnetization data, M , is corrected first as it is used for the correction of specific heat

and ∆Tad measurements. M(T,Hint) is dependent on internal field but is recorded

in terms of applied field, Hapl. Combing Eq. 2.7 and Eq. 2.6 the internal field of

the sample can be calculated from the measured magnetization, M(T,Hint), demag-

netizing factor, N = 0.513, and the bulk density, ρ, of the sample using the following

relationship.

Hint = Hapl −NρM(T,Hint) (2.9)

The bulk density of the material is estimated to be 6 (g/cm3) for all samples. At

each recorded applied field and temperature point, the demagnetizing field correction

is computed to find the internal field. Afterwards, the internal isofield magnetization

curves are found by interpolation. The result of this correction for one sample of

Si-alloy can be seen in Fig. 2.2. The raw magnetization data is measured in field

increments of 0.1 T at lower field values between 0 T and 0.6 T, and increments of
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0.2 T between 0.6 T and 2 T. The temperature sweeping rate during the cooling and

heating protocol of the magnetometer is 2 K/min. All of the samples are pre-cycled

(20x) to remove the virgin effect of the Si-alloy [71].
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Figure 2.2: Heating magnetization data of a Si-alloy. The dashed lines are magne-
tization data at constant internal field, Hint, while the solid lines are magnetization
data at constant applied field, Hapl.

The in-field specific heat measurements are performed at a sweeping rate of 3

K/min at 0 T, 1 T and 1.5 T applied field. For each temperature and applied field,

internal fields are computed using corrected magnetization data and demagnetizing

factor N = 0.237. The original specific heat data is converted to the entropy domain

using Eq. 2.2 to provide a monotonic function. Then the internal isofield entropy

curves are found by interpolating along the isentropes in the s-T diagram. This is

performed for both heating and cooling protocols. The resultant entropy curves are

differentiated to find the specific heat curves due to internal field and temperature.

Fig. 2.3 displays an example s-T diagram of a given FOM comparing applied and

internal magnetic field values.



26

 60

 65

 70

 75

 80

 85

 90

 95

 293  294  295  296  297  298  299  300  301  302

S
p

e
c
if

ic
 E

n
tr

o
p

y
 (

J
/k

g
K

)

Temperature (K)

µ0Hint = 0.1T
µ0Hint = 0.5T
µ0Hint = 1.0T
µ0Hapl = 0.1T
µ0Hapl = 0.5T
µ0Hapl = 1.0T

Figure 2.3: Example of constructed s-T diagram for a Si-alloy. The dashed lines are
entropy data at constant internal field, Hint, while the solid lines are entropy data at
constant applied field, Hapl.

The last demagnetizing field correction is on the ∆Tad data. In a direct ∆Tad

device the sample is cycled between a low applied field, µ0Hapl,low = 0 T, to a high

applied field, µ0Hapl,high = 1.1 T. The temperature is swept in both heating and

cooling direction at 0.5 K/min. No field is applied at the low field position, so no

correction is needed. However, for the high applied field state the high internal field

µ0Hint,high is computed, using Eq. 2.9, with a demagnetization factor N = 0.374

and the field corrected magnetization data. This µ0Hint,high represents the highest

internal field possible for a specific sample within the direct ∆Tad device. As can be

seen in Fig. 2.4, due to temperature dependence and thermal hysteresis of the sample

magnetization, the resulting µ0Hint,high (T) varies with temperature and according to

the heating and cooling protocols.
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Figure 2.4: The high internal field value within the ∆Tad measurement device are
history and temperature dependent.

While the measured ∆Tad data are for a constant applied field, the resulting

corrected data have varying internal fields. This varying internal field is used with

the corrected s-T curves to find the post-calculated ∆Tad. The entropy curves are

interpolated along isentropes for each (T,Hint,low → Hint,high) pair corresponding to

the ∆Tad measurements where T is the zero-field temperature.

2.4 Results

Table 2.2 lists the six different Mn-Fe-P-Si alloys analyzed. The measured heating and

cooling transition temperature is given based on the peaks of the zero field specific

heat measurements, and the ∆Tad peak is the maximum value obtained from the direct

∆Tad measurements. A suggestion of the sample phase purity is made by the specific

heat peaks. Fig. 2.5 shows the specific heat data corrected for the demagnetization

field.
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Figure 2.5: Specific heat data of all the samples for 0 T and 1 T field due to heating
(he) or cooling (co) protocol. The in-field data is corrected for the demagnetizing
field.
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Table 2.2: Material properties of the Si-alloys studied. Transition temperature (Ttr)
for the heating (he) and cooling (co) is based on the zero field specific heat peak. The
peak ∆Tad is taken from the directly measured data. The cH peak data is from the
zero-field and corrected 1 T specific heat data.

name Ttr (K) ∆Tad Peak (K) cH Peak 0 T (J/kgK) cH Peak 1 T (J/kgK)

he co he co he co he co

M1 294.7 294.5 1.2 1.1 1040 1040 1010 1030

M2 292.6 292 1.3 1.3 1140 1140 1080 1100

M3 290.7 290.7 1.2 1.2 1100 1090 1060 1080

M4 283.6 282.4 1.8 1.8 1480 1480 1330 1380

M5 282.9 281.5 1.9 1.9 1680 1720 1470 1550

M6 281.3 277.8 0.6 0.6 1490 1290 1520 1340

The results of post-calculated ∆Tad and measured ∆Tad for all Si-alloys are shown

in Fig. 2.6. The post-calculated ∆Tad are according to the four thermal paths defined

in Fig. 2.1 HH, CC, HC, and CH. The reconstruction temperature range is limited by

the capacity of the various devices; thus, the reconstructed data is limited between

260K and 310K.
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Figure 2.6: Comparison between the post-calculated ∆Tad and measured ∆Tad as a
function of the temperature for the six Si-alloys.

The results for M2 and M3 showed similar trends to those found by Engelbrecht

et al. [53], where the calculated ∆Tad using low field heating and high field cooling

entropy curves (HC) closely match the measured ∆Tad. For M1, the direct ∆Tad
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measured values lie between the HC and HH thermal path. In M2 and M3 the peak

values match well with the HC thermal path. For M4 and M5, the measured peak

value is offset to the right, toward higher temperatures. As a result, for temperatures

less than the peak location, the adiabatic temperature change predicted by the HC

thermal path over-predicts the measured values. The M6 material has the largest

hysteresis of all the samples tested and a small adiabatic temperature change is found

in the measured data. Unlike the other samples, the post-calculated thermal path

does not overlap the measured ∆Tad values due to the higher hysteresis of this sample.

For all Si-alloys samples measured, there is little difference between the heating

and cooling curves of the directly measured ∆Tad. It can be inferred that the ∆Tad

measured is fully reversible under cyclic ∆Tad conditions.

To show the impact of correcting for the demagnetizing field, the variation between

corrected and non-corrected data is plotted in Fig. 2.7. The variation plot shows the

impact of demagnetizing field correction on the post-calculated curves. By correcting

for demagnetizing field the variation in the post-calculated curves is up to 0.2 K in

the region of interest. The variation between corrected and non-corrected in the M2-5

samples is proportional to the measured adiabatic temperature change.
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Figure 2.7: Variation (Var.) between corrected (∆Tad) and non-corrected post-
calculated ∆T nodemagad .
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2.5 Discussion

Guillou et al.[59] argue that when the thermal hysteresis becomes as large as the

field induced shift on the transition temperature (dTtr/dB), a strong decrease in

the reversible temperature change occurs. In the present work, thermal hysteresis is

defined as the difference in the temperature of the peak specific heat between heating

and cooling measurements. The field induced shift on the transition temperature is

the difference in temperature of the peak specific heat between Hlow and Hhigh, in

units of (K/T).

Table 2.3: Hysteresis, field shift based on heating (he) and cooling (co), internal field
of max measured ∆Tad and hysteresis to field shift ratio of all alloys studied and the
sample studied by Engelbrecht et al. [50] are presented.

Alloy Hysteresis (K) Field shift (K/T) Hysteresis/field shift (T)
µ0H = 0 T he co he co

M1 0.2 3.2 3 0.06 0.07
M2 0.6 3.6 3.5 0.17 0.17
M3 0 3.9 3.1 0.00 0.00
M4 1.2 3.7 4.1 0.32 0.29
M5 1.4 3.8 4.3 0.37 0.33
M6 3.5 3.1 2.8 1.13 1.25

As-Alloy[53] 3 - 6 - 0.5

Table 2.3 lists the field-induced shift in transition temperature and hysteresis for

the Si-alloys studied here. Data for the sample described by Engelbrecht et al. [53] is

also included. When the ratio of hysteresis to transition shift is less than one, based

on the arguments of Guillou et al. [59], a nearly reversible ∆Tad should exist. For

values larger than one, this reversibility disappears. In the M6 sample a ratio larger

than one is found, corresponding to a small reversible ∆Tad.

The sensitivity of the material data to the curves and the effect described by

Guillou et al.[59] can also be understood by studying the s-T diagram.

The study of the s-T diagram, constructed from specific heat and magnetization

data, is performed using a simplified model. The simplified model of the s-T diagram

is based on the concept of a hypothetical FOM. This FOM has a baseline specific heat
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and goes through an order-disorder transition which leads to an entropy equation, Eq.

2.10. The equation has three parts,

ssyn = sM,off + 3R(ln(T )− ln(270)) +
b

1 + exp(k · (T − Ti,tr − Tfs ± 1
2
Thyst))

(2.10)

where the first part is the entropy offset due to the magnetic field component; this is

set by the sM,off constant. The second part is the result of Eq. 2.2, assuming a cH

baseline equal to the 3R constant of Mn1.25Fe0.7(Si0.5P0.5), and integrating from 270K

to temperature T . The third part is a sigmoid function (S-curve), which represents

the order-disorder transition. The strength of the order-disorder transition is repre-

sented by the slope of the S-curve; this is set by the k and b constants. Each FOM

has a transition temperature, a field shift temperature with field and a hysteresis

component. The initial transition temperature at zero field with no hysteresis of the

FOM is determined by the Ti,tr constant. For in-field entropy curves a temperature

field shift, Tfs, is added to the initial transition temperature. Heating and cooling

protocols introduce hysteresis which is represented by a temperature offset, Thyst.

Changing the constants allows for the creation of the zero field heating and cooling

entropy curves, and the in-field heating and cooling entropy curves.

The specific heat is obtained by differentiating the s-T diagram, and the ∆Tad ther-

mal paths are post-calculated from the isentropes described in Section 2.3.1. Though

this is not meant to be an accurate representation of the FOM s-T diagram, it does

allow us to examine the sensitivities of material data on the post-calculated ∆Tad

curves. An interactive app has been constructed to allow for the reader to play with

the material data and how it impacts the adiabatic temperature curves 1. The original

source code for this app is open source and can be found in the Github repository2.

Fig. 2.8 shows a screen shot of the app. Using the sliders below the plots several

1https://mybinder.org/v2/gh/TheoChristiaanse/TadFromS/master?filepath=Sliders%

20Hyst%20App.ipynb
2https://github.com/TheoChristiaanse/TadFromS

https://mybinder.org/v2/gh/TheoChristiaanse/TadFromS/master?filepath=Sliders%20Hyst%20App.ipynb
https://mybinder.org/v2/gh/TheoChristiaanse/TadFromS/master?filepath=Sliders%20Hyst%20App.ipynb
https://mybinder.org/v2/gh/TheoChristiaanse/TadFromS/master?filepath=Sliders%20Hyst%20App.ipynb
https://mybinder.org/v2/gh/TheoChristiaanse/TadFromS/master?filepath=Sliders%20Hyst%20App.ipynb
https://github.com/TheoChristiaanse/TadFromS
https://github.com/TheoChristiaanse/TadFromS
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key properties can be changed. Using Thyst the hysteresis between the heating and

cooling curves can be altered, k0T and k1T change the steepness of the low field and

high field position respectively, Tshift shifts the temperature difference between the

high and low field curves and Moff is the magnetic entropy offset between the high

and low field curves.

Using Eq. 2.2, four different cases are described that can occur in material data

measurements.

Figure 2.8: Screen-shot of the interactive app in which hysteresis can be shifted.
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Figure 2.9: Case (a) showing the impact of increasing hysteresis.

In Fig. 2.9 the first case (a) shows the impact of hysteresis. Here the initial
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transition temperature and field shift temperature are fixed. The arrows indicate the

direction the curves move when hysteresis (Thyst) is increased, while the field-induced

transition shift remains constant. For the specific heat as hysteresis increases, the

cooling in-field and heating zero field move closer together and the heating in-field

and cooling zero field move further apart. As a result, the post-calculated ∆Tad

shows a decreasing HC thermal path, increasing the CH thermal path and moves the

HH/CC thermal paths apart.
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Figure 2.10: Case (b) the impact of decreasing specific heat peak.

In Fig. 2.10 the second case (b) shows the impact when the in-field specific heat

peak is lowered and more broad. To achieve this, the in-field entropy curves k2

constant decreases to half of its original value. A reduced slope in the S-curve at the

in-field transition is found. As a result, the peak of the HC thermal path shifts to the

right, higher temperatures, and the CH shifts to the left, lower temperatures. Where

the peak of the HC and the CH thermal paths are aligned with each other before, the

CH peak aligns now with the CC peak and the HC peak aligns with the HH peak.
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Figure 2.11: Case (c) the impact of decreasing hysteresis at high field values.

In Fig. 2.11 the third case (c) expands on (b) with a lower hysteresis in-field. The

in-field hysteresis is gradually reduced to zero by lowering the Thyst value. As the

in-field hysteresis is lowered, the heating and cooling entropy curves at the in-field

position move closer together. This moves the HC up toward the HH thermal path,

and the CC up toward the CH thermal path. Ultimately, the HC and HH thermal

paths will converge and the CC thermal path will converge with the CH thermal path

into one.
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Figure 2.12: Case (d) variable magnetic entropy correction at the infield position.

Fig. 2.12 the last case (d) mimics the effect of lowering hysteresis with increasing

field (c). Due to incomplete cycling the fully ferromagnetic phase is not reached at

the reference temperature. A smaller magnetization derived entropy correction on

the in-field heating curve than on the in-field cooling curve is found. A variation is
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not seen in the specific heat data but in the s-T diagram and post-calculated ∆Tad.

As the magnetization derive entropy correction is smaller, the in-field heating entropy

curve is shifted upward. Thus, around the transition temperature the in-field entropy

curves are squeezed into each other, lowering the hysteresis on the s-T diagram. The

distinction between case (c) and case (d) is seen beyond the transition point on either

side of the post-calculated ∆Tad. For previous cases, all post-calculated ∆Tad align

from starting to ending temperature, but case (d) results in an offset between the

baseline of the post-calculated ∆Tad far away from the transition point.

Among the six samples studied here two Si-alloys (M2 and M3) show that the

HC thermal path is the best match with directly measured ∆Tad. Guillou et al.

[59] observe that by maintaining field shift and increasing hysteresis the reversible

component is reduced. This is corresponds to case (a); however, only the HC ther-

mal path reduces, therefore represents closely [59] observation on the experimentally

determined reversible ∆Tad of the sample.

Field shift and hysteresis can explain large variations in ∆Tad peaks measured.

The M1-2-3-4-5 samples show a significant variation in ∆Tad peaks compared to M6

material. Smaller variations between the samples can be understood by discerning

heating from cooling shift. For example, we see that the field shift due to heating

is similar across the M3-4-5 materials but the hysteresis is smaller in the M3 sample

compared to the M4-5 samples. In Tab. 2.3 we observe for some samples a variation

between the heating and cooling field shift of one degree. If the heating peak shifts

over a less than the cooling peak, the HC thermal path, between heating 0T and

cooling 1T, is shortened, resulting in a lower adiabatic temperature change.

With previously described sensitivities, we analyse the produced post-calculated

∆Tad to find the cause of misalignment directly measured and post-calculated ∆Tad.

All materials have some hysteresis and therefore have four distinct post-calculated

∆Tad thermal paths (a). Similarly, all samples show a smoother transition in the

in-field position (b). Samples M4 and M5 show a close match with the HC thermal

path but peak values are slightly offset to higher temperatures. The misalignment
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of the post-calculated ∆Tad peaks in M4 and M5 could be due to two factors. First,

the overall hysteresis of the sample might be over-predicted (a). Second, a specific

heat peak in zero field is higher than measured, leading to shift of the post-calculated

∆Tad to lower temperatures (b).

A possible reason for the misalignment of the For M1 material is a incomplete

measurement cycle. If the measurement cycle does not reach the fully ferromagnetic

or paramagnetic state at the end of its cycle, the material will move along a meta

state between the heating or cooling entropy path. The working temperature range

of the devices and the offset found between specific heat and magnetization leads to

this conclusion. The M1 material is at the hot end his working range. Considering

that the transition temperatures of M1-2-3 are close to each other, the misalignment

is observed from no mis-alignment in M3 to increasing in M1.

2.6 Conclusions

An in depth analysis of the s-T diagram construction is done on six Si-alloys. The

entropy curves constructed from specific heat and magnetization which, leads to the

post-calculated ∆Tad. These are compared to directly measured ∆Tad. The demagne-

tizing field correction is crucial to proper reconstruction of the post-calculated ∆Tad.

In the region of interest an maximum offset of 0.2K is found between corrected and

non-corrected post-calculated ∆Tad.

In the analysis a distinction is made between the observed measured values and

HC modeled thermal path. The observed values the phase shift over hysteresis ra-

tio are contributors to degree of measured adiabatic temperature change. In the

model the behavior of the HC curve is connected to changing material properties and

measurement method.

From the Si-alloys examined it is concluded that the post-calculated ∆Tad HC

thermal path, zero field heating and high field cooling, match best directly measured

∆Tad in M2 and M3 samples. This agrees with the result found in the publication of
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Engelbrecht et al.[53].

It was proposed by Guillou et al. [59] that phase shift over hysteresis is critical to

the reversible ∆Tad of the FOM. These observations agree with the Si-alloy samples

shown in this work. An analysis of the construction method of the s-T diagram

shows how increasing hysteresis while keeping field shift the same diminishes only

the HC thermal path. None of the other cases discussed show a reduction in the

post-calculated ∆Tad. This leads to the conclusion that the HC thermal path is the

reversible ∆Tad in the analysis of Guillou et al. This is re-enforced by the work

of Engelbrecht et al. [53] and Von Moos et al.[56] concluding that the reversible

component of the ∆Tad is given by the HC thermal path.

Furthermore, the simplified model is used to understand sensitivities of the source

data to the post-calculated curves. This leads to four described cases that explain

how measured data and s-T diagram construction shape the post-calculated ∆Tad.

The measurement method and sensitivity of the instrumentation is critical for ana-

lyzing material properties. Sweeping rate and region of interest should be well-defined

beforehand. Improvements for further work would be to expand the capabilities of

the measurement devices to higher temperatures and lower temperature regions and

remeasure M1 material to see if the working range was the limiting factor of the

reconstruction method.
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Chapter 3

Modeling

A redacted version of this Chapter has been accepted to the International Journal of

Refrigeration as:

Incorporating Device and Experimental Loss Mechanisms in AMR Modelling

T.V. Christiaanse1, P.V. Trevizoli1,2, P. Govindappa1, R. Teyber1, A. Rowe1

1University of Victoria, Victoria, B.C. Canada

2 Department of Mechanical Engineering. Ingá University Center (UNINGÁ),

Rod. PR-317, 6114 - Parque Industrial 200, Maringá, PR, 87035-510, Brazil.

This Chapter describes a 1D numerical model developed to analyze the loss mech-

anisms of the PM1. The model looks into the integration of casing losses and dead

volume on several packed bed Gd configurations.
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3.1 Abstract

Active magnetic regenerators need magnetocaloric materials of sufficient size, shape,

and quantity to create a matrix for characterization in a test apparatus. Limited avail-

ability of some novel magnetocaloric materials in a suitable form leads to regenerator

beds which are smaller than desired and, when implemented in a test apparatus, re-

sult in unwanted loss mechanisms such as void spaces between the regenerator and

heat exchangers. Because the potential cooling power is reduced with dead volume

losses and thermal interactions with the ambient environment, an investigation of

the effects of void volumes and ambient interactions when using small regenerators

is done with experimental and 1D numerical methods. Experimental results from

packed beds with varying size composed of gadolinium spheres are used to validate

a system model. In the 1D model, additional nodes are included to incorporate dead

volume sections and ambient interactions are treated as an energy term in fluid gov-

erning energy equation. These interactions are a function of the regenerator fluid

temperature and the boundary condition temperature assumed at the outer casing

of the regenerator. Due to uncertainty regarding the casing thermal state, a range of

cases are numerically tested including: a fixed temperature and a linear temperature

profile from hot to cold end using the simulation boundary conditions. The model-

ing predictions disagree with the experimental results when dead volume sections are

not included. The casing heat leaks shift predicted temperature span for net cooling

power up to 2.5 W; however, they do not vary the predicted temperature span for

higher net cooling power.

3.2 Introduction

Magnetocaloric materials are possible working substances for refrigeration and heat

pumping; they are typically used in an active magnetic regenerator (AMR) cycle.

Novel first order materials are proposed as good, lower-cost alternatives to rare earth
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alloys but are not widely available in large quantities for experimentation [61]. Fur-

thermore, material availability is compounded by the fact that laboratory testing in

a regenerator requires specific geometries suitable for creating effective thermal ma-

trices [31, 14]. Useful geometries can be difficult to manufacture with some material

systems. A test apparatus may be developed with a material like gadolinium as a

readily available baseline material, but, when used with a small amount of material,

only a portion of the design volume available in the device may be utilized. For exam-

ple, for a fixed diameter, small amounts of novel material lead to shorter regenerator

beds in the PM1 device [60]. This can increase experimental loss mechanisms in the

form of larger void volumes between the regenerator and heat exchanger than desired.

To clearly distinguish the impact of material and device on measured AMR per-

formance requires an understanding of the impact of device-specific loss mechanisms.

This is an important problem when material availability leads to testing of regener-

ators that are smaller than the nominal design for a device. We experimentally and

numerically investigate the impact of device losses on short regenerator beds by using

a well known magnetocaloric material Gadolinium (Gd) [17]. The terms short and

small are used here to describe a regenerator which is a fraction of the nominal design

length in a particular device.

Trevizoli and Barbosa describe several device-specific loss mechanisms for AMR

systems. Some of the common loss mechanisms are related to magnetic field demag-

netization, void volumes, and unwanted heat interaction between ambient and fluid -

called casing losses. Some of these losses have been quantified based on their individ-

ual contribution to temperature span and cooling power. Dead volume ratio is used

to describe the size of void space compared to the regenerator interstitial fluid. One

definition for dead volume ratio is the void volume on a single side of a regenerator

relative to the volume occupied by the fluid in the regenerator [72].

A previous study found the contribution of void volumes to be small when dead

volume ratio is small [44]. Jacobs uses a 1D model to show that when experimental

settings are optimised for a fixed temperature span, cooling power remains similar
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for dead volume ratios up to 0.06 [44]. Jacobs also showed for larger dead volume

ratios a reduction of up to 50% in cooling power can be found. Since the dead volume

ratio is increased when a short regenerator is used, it is important to include this loss

mechanism in system models.

The loss in cooling power and temperature span with increasing dead volume is due

to an imperfect thermal link between AMR and HEX. Park et al. provide experimental

data and modeling results quantifying this imperfect thermal link between the hot

side of the regenerator and the hot heat exchanger [73]. Many studies consider the

void volume to be of equal size on either side of the regenerator, but Park et al. [73]

examine configurations where the dead volume on the hot and cold side are not equal.

The fluid temperature along the regenerator assembly at each point in the cycle for

different hot side void volume sizes and displaced volumes are presented. When a

large displaced volume is used, the thermal link between regenerator and hot HEX

is strong, e.g. a small temperature difference is found between AMR and hot HEX

after the hot blow. However, when using a smaller displaced volume with the same

dead volume, the thermal link is weak and a steep thermal gradient between the end

of the AMR and the hot HEX is found after the hot blow.

Three studies look at the effectiveness of passive regenerators effected by dead

volume [72, 74, 75]. Liu and Trevizoli and Barbosa use experimental and numerical

results to study various passive regenerators [72, 74]. Numerous dead volume ratios

and utilisations are compared and good agreement is found between experiments

and modeling outcomes. This passive modeling work gives high confidence in the

thermal-hydraulic closure relationships that are used for 1D modeling. In a recent

publication Trevizoli et al. expand on earlier work by experimentally investigating the

maldistribution of the inlet fluid flow with decreasing the void space [75]. A range

of diffusers with decreasing void space are tested on different regenerator lengths.

Two aspects are noted, as the length of the regenerator decreases with fixed void

space, the effectiveness of the regenerator decreases, and as void space is reduced

for any length of the regenerator the effectiveness also decreases. With decreasing
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diffuser size the maldistribution of the inlet flow at the entrance of the regenerator

increases. The smaller diffusers cause recirculating flow at the ends of the regenerator

making these regions ineffective. This work shows that there are trade-offs between

flow distribution at the inlet and dead volume.

The numerical models used in these studies are 1D representations of the regen-

erator [76, 47] where thermal non-equilibrium between solid and fluid domains is

assumed. Additional fluid and solid computational nodes are added to either side of

the AMR to represent the dead volume sections. The governing equations are modi-

fied to match the physics of the geometry of the flow channel and its content. In the

study performed by Jacobs the dead volume is modelled by extending the AMR with

additional passive stainless-steel sphere spheres [44], while Park et al., Liu, Trevizoli

and Barbosa, Trevizoli et al. model the void space as an empty tube attached to the

AMR.

Trevizoli et al. included unwanted interactions from the ambient to the fluid,

called casing losses [32]. These casing losses are included on the AMR domain but

are neglected in the added void space. The casing losses can be neglected when suffi-

cient insulation is in place around the AMR or void space. Ambient interactions are

considered in the radial direction of the AMR and are added as an energy term to

the fluid governing equation [32]. This energy term is a function of the outer hous-

ing boundary condition temperature and the fluid temperature. The outer housing

boundary condition is determined using a 2D conduction model of the AMR system.

Nielsen et al. expand a previously developed 2D model adding additional unwanted

heat interactions producing a so called 2.5D model [77]. The unwanted heat interac-

tion are included using a energy loss term on both fluid and solid governing equations.

The energy loss term is a function of local temperature, casing temperature and a

global heat transfer coefficient. The thermal resistance is determined for each node

from the casing to the local node. These losses improve the simulation outcomes as

they produce results closer to experimental results.

We use experimental and numerical methods to investigate the impact of small
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regenerators in the PM1 [60]. Established numerical AMR methods are used in a

numerical model written in python [32, 72, 47, 76]. The code has been made publicly

available 1. To validate the modeling approaches experiments are performed with

regenerators of varying length in the PM1.

3.3 Experimental Methods

Four experimental regenerator configurations are prepared for the PM1 device. An

experiment using a long regenerator (55 g) and three short (23 g) regenerators placed

at different locations with respect to the PM1 magnetic field source. Fig. 3.1 depicts

a sketch of each prepared regenerator assembly. The configuration of each regenerator

assembly consists of connectors (void space), packed glass spheres (GS) and packed Gd

spheres as AMR (AMR). The width of the nested Halbach arrays and its placement

along the z-dimension is depicted by the light grey region. The four configurations

capture a number of effects: (1) size and location of dead volume; (2) changing contact

area and heat leak through the casing in void spaces; and (3) varying magnetic field

distribution and waveform.

The short regenerators use the same mass and Gd material to construct the packed

beds. By varying the location, the short cold side regenerator has the smallest cold

side dead volume and the largest hot side dead volume. The short hot side regenerator

has the largest cold side dead volume and the smallest hot side dead volume. The

centre bed’s void space on the hot side and cold side is of similar volume. The

magnetic field drop at the ends of the Halbach, therefore the highest field variation

is with the centre beds. The average field for the hot and cold side beds is lower but

similar to each other. The field distribution along the regenerator; however, for both

regenerators differ since the field drops of in opposite directions.

1Python AMR model: https://github.com/TheoChristiaanse/AMRmodel

https://github.com/TheoChristiaanse/AMRmodel
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Figure 3.1: The various prepared experimental configurations tested in the PM1.
Gd spheres (AMR) are packed, between glass spheres (GS). The other parts of the
housing are connectors. The hatching indicates where the structural material of the
connector is. These connectors are considered as void spaces of the assembly.

Each regenerator consists of Gd spheres held in place by stainless steel meshes.

The mesh is fixed in place by glass spheres filling the void spaces between regnerator

and connectors. Gd material is an established magnetocaloric material for room

temperature magnetic refrigeration [17, 9]. The glass spheres serve two functions; (i)

they reduce the dead volume in between the regenerators and (ii) they aid in fixing

Gd regenerator’s position. Furthermore, they also act as passive regenerators. The

long and short-hot side configurations are constructed using two end connectors and

glass spheres on either side of the regenerator. The cold and centre configurations

are assembled using two G10 tubes and, therefore, have an additional intermediate

connector.

In Tab. 3.1 the regenerator properties and operating parameters used in the ex-

periments are listed. Eight experiments are performed at different net applied cooling
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loads, Qnet. The performance of each regenerator is evaluated for rejection tempera-

tures between 26 ◦C and 18 ◦C. The displaced volume, Vd, in the long configuration is

fixed at 4 cm3 and, for the short beds, 2 cm3. The frequency in all experiments is set

to 1 Hz. Initially, the large regenerator is tested which is less prone to losses due to a

relatively larger cooling power. This is followed by the three shorter configurations.

Table 3.1: Regenerator properties and operating parameters of the configurations.

m (g) Lr (mm) Dsp (µm) Vd (cm3) f (Hz) Qnet (W)

long 55 55 450-550 4 1 0, 10

short 23 23 250-300 2 1 0, 2.5

Glass Spheres - - 3125 - - -

Since the dead volume is not of equal size on either side of the regenerator a term

is introduced to easily identify each experimental configuration. The dead volume

fraction, Λ0, is defined in terms of the cold-side void space relative to the total voids

space. Dead volume fraction is calculated using the following equation

Λ0 = Vo,cold/Vo (3.1)

with

Vo = Vo,cold + Vo,hot (3.2)

where Vo,cold is the total void space between the cold side regenerator face and the

cold thermocouple. Vo,hot is the total void space between the hot side regenerator face

and the hot thermocouple. Therefore, Vo is the total dead volume in the regenerator

assembly. The dead volume fraction for each configuration is shown in Fig. 3.1.

Tab. 3.2 lists the dead volume for each of the prepared configurations. In addition

the volume of the regenerator, Vr, and the interstitial regenerator fluid, Vf,r, the dead

volume fraction and ratio are also listed. Lastly, the ratio of the cold side dead volume

and the displaced volume is given.
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Table 3.2: Dead volume details for all the experiments performed.

Vd Vo,cold Vf,r Vr Vo,hot Vo Λ0 Vo,cold/Vf,r Vo,cold/Vd

(cm3) (-)

long 4.0 3.3 4.0 7.1 5.2 8.5 0.4 0.8 0.8

cold 2.0 1.4 1.6 2.9 8.3 9.8 0.2 0.9 0.7

cen 2.0 4.9 1.6 2.9 4.8 9.8 0.5 3.1 2.5

hot 2.0 8.5 1.6 2.9 2.5 11.0 0.8 5.3 4.3

3.4 Modeling Methods

The system model is based on a 1D approximation of the structure and components

shown in Fig. 3.1. The 1D z-axis is considered through the centre of the housing.

Both the glass and the Gd spheres are treated as a regenerator in which fluid and

solid governing equations are solved. In the void volumes, only the fluid domain is

solved which is discussed later.

The governing equations for the regenerator section are based on an assummed

thermal non-equilibrium between fluid and solid domains [78]. The governing equa-

tion for the fluid domain is given by Eq. 3.3

ρfcfArhε
∂Tf
∂t

+
∂

∂z
(ṁcfTf )−

∂

∂z

(
keff,fArhε

∂Tf
∂z

)
=∣∣∣∣ ṁρf ∂p∂z

∣∣∣∣+Q′leak(Tcasing, Tf ) + Arhβheff(Tr − Tf ) (3.3)

where Tf is the fluid temperature and z, t are the spatial and time coordinates. ρf is

the fluid density, cp,f is the fluid specific heat. Both fluid density and specific heat are

a function of fluid temperature. Arh is the cross section of the regenerator housing, ε

is the regenerator porosity, keff,f is the effective conduction of the fluid, ṁ is the mass

flow rate as a function of time, dp
dz

is the fluid pressure drop along the z axis, Q′leak

is the energy term that describes the unwanted heat interaction between fluid and
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casing boundary condition per unit length, β is surface area per unit volume of the

regenerator and he is the effective heat transfer coefficient between the solid and fluid

domain. The governing equation for the solid domain is given by Eq. 3.4 [47, 78]

ρscsArh (1− ε) ∂Tr
∂t
− ∂

∂z

(
keff,rArh (1− ε) ∂Tr

∂z

)
=

Q′MCE + Arhβheff (Tf − Tr) (3.4)

with

Q′MCE = −ρsArh (1− ε)Tr
∂s

∂µ0Hint

∣∣∣∣
Tr

∂µ0Hint

∂t
(3.5)

where cr is the solid specific heat, ρr is the solid density, Tr is the solid temperature,

keff,r is the effective conduction of the regenerator solid, Q′MCE is the magnetocaloric

effect energy term per unit length, s is the entropy of the solid, µ0 is the vacuum

permeability and Hint is the internal field value. In the case of the glass spheres this

magnetocaloric energy term is not included. The boundary conditions at the edges

of the domain are listed in Tab. 3.3.

Table 3.3: Boundary conditions for fluid and solid domains.

domain Cold Side Hot Side

fluid hot blow ud >= 0 Tf = Tcold
∂Tf
∂z

= 0

fluid cold blow ud < 0
∂Tf
∂z

= 0 Tf = Thot

solid ∂Tr
∂z

= 0 ∂Tr
∂z

= 0

3.4.1 Closure Relationships

Eq. 3.6 gives the fluid mass flow rate produced by the PM1 piston

ṁ = ρf · Vd · πfsin(t2πf) (3.6)

where Vd is the displaced volume and f is the frequency of piston.
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The Reynolds number, Resp, is calculated using the mass flow rate and sphere

diameter of the regenerator particle:

Resp =
ṁDsp

Acµf
(3.7)

where Dsp is the particle diameter and µf is the temperature dependent dynamic

viscosity of the fluid. Eq. 3.8 is the effective conductivity of the fluid [78]

keff,f = kf + ρfcp,f
0.75αfPep

2
(3.8)

with

Pep = Pr · Resp (3.9)

where αf is the thermal diffusity of the fluid and Pr is the Prandtl number of the

fluid. For the solid the effective conductivity is given by Eq. 3.10

keff,s = kf

 (1− α0)
(
εf0 + (−εf0+1)kr

kf

)
(

1− ε (1− f0) + krε(1−f0)
kf

) + α0

(
2k

2
r(1−ε)
k2f

+ (1+2ε)kr
kr

)
(

(2+ε)kr
kf

+ 1− ε
)
 (3.10)

with

α0 = 10−1.084−6.778(ε−0.298) (3.11)

and

f0 = 0.8 + 0.1ε (3.12)

where kr is the static conduction coefficient of the regenerator material. The energy

exchange between solid and fluid is governed by the local temperature difference

of solid and fluid, the area per volumetric unit, β, and the effective heat transfer

coefficient, heff

heff =
Nusp · kf
Dsp

·DF (3.13)
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with

Nusp = 2 + 1.1Re0.6
sp Pr1/3 (3.14)

The Nusselt number, Nusp, for spheres is taken from [79]. The Hausen degradation

factor, DF , to correct for the internal temperature gradient of the spheres [80]

DF =
1

1 + Bi
5
φH

(3.15)

with

Bi =
Nuspkf

2kr
(3.16)

and

φH = 1− 4

35 · Fo
(3.17)

with

Fo =
αs

f
(
Dsp

2

)2 (3.18)

where αs is the thermal conductivity of the solid.

The pressure drop term is calculated using Ergun’s relationship for spheres [81]

dp

dz
=

1.75ud
2 (1− ε) ρf
Dspε3

+
150ud (1− ε)2 µf

Dsp
2ε3

(3.19)

with

ud =
ṁ

ρfArh
(3.20)

The material properties for Gd are taken from REF. [17] and the glass sphere

material properties are listed in Table 3.4.
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Table 3.4: Relevant material data that is used for the simulation.

Gd Glass Spheres [82]

Density (kg/m3) 7900 [83] 2230

Conduction (W/mK) 10.5 [83] 1.2

Specific Heat (J/kgK) REF. [17] 800

Magnetisation (Am2/kg) REF. [17] -

Entropy (J/K) REF. [17] -

3.4.2 Applied Field

The magnetic field source in the PM1 is created by two nested Halbach arrays. The

inner Halbach array rotates with respect to the outer array, which results in varying

applied field values along the centre axis of the Halbach arrays through the bore. Fig.

3.2 shows the field values along the bore as a function of inner magnet rotation. It is

important to note that at the centre of the bore the highest field variation values are

found. These drop off as we move away from the centre to the edges of the magnet.

By placing the regenerator close to the edge of the high field region, the material is

subjected to a lower applied field variation compared to the centre.

Applied magnetic field B(z,θh) (T)
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Figure 3.2: Interpolated values of the measured applied field of the PM1 Halbach
arrays along the bore. Measurements are done at the center of the bore each 0.05cm
and with increments of 30 degrees of rotation.
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The MCE is determined based on the internal field value in the regenerator. The

applied field values are corrected for the demagnetising field to find the internal

field values. The demagnetising field is calculated using an average demagnetising

coefficient given by Eq. 3.21 [52, 84]

N = Nsp + (1− ε)(Nsh −Nsp) (3.21)

where N is the regenerator demagnetising coefficient, Nsp = 1/3 is the demagnetising

coefficient of a single sphere, ε is the porosity of the regenerator, and Nsh is the

demagnetising coefficient due to the overall shape of the regenerator. Nsh is found

using the look-up tables provided by [85]. In Tab. 3.5 the overall shape demagnetising

coefficient and the regenerator demagnetising coefficient is given for short and long

regenerators.

Table 3.5: Demagnetisation coefficient for the long and short regenerators.

L (mm) Drh (mm) ε Nsh N

long 55 16 0.36 0.447 0.406

short 23 16 0.36 0.387 0.368

The internal field in the simulation is approximated by reducing the applied field

based on a reduction factor. In Eq. 3.22 the applied field for each position along the

regenerator is modified with a location dependent reduction factor

Hint(z) = Rm(z) ·Hapl(z) (3.22)

where Hint is the internal field in the regenerator, Hapl is the applied field, and Rm

is the field reduction factor. The field reduction factor is calculated using a location

based maximum internal and maximum applied field (see Eq. 3.23):

Rm(z) =
Hint,max(z)

Hapl,max(z)
(3.23)
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The maximum location based internal field, Hint,max, is calculated using Eq. 3.24

µ0Hint,max(z) = µ0Hapl,max(z)− µ0ρrNM (Tcy,ave, Hapl,max(z)) (3.24)

where µ0 is the vacuum permeability constant, Hapl,max is the location based maxi-

mum applied field and M is the magnetisation of Gd at the maximum applied field

value and the cycle average temperature. For each cycle, the temperature of the solid

is averaged over the cycle at each location and used to determine average magnetiza-

tion. This field reduction factor allows for a fast approximation of the internal field

values that the regenerator experiences at each location.

3.4.3 Dead Volume Implementation

The dead volume is implemented by modeling both void space and passive regenerator

(glass sphere) sections. For the glass sphere section both solid and fluid governing

equations (as stated earlier Eq. 3.4 & Eq. 3.3) are solved neglecting the MCE energy

term. The void space due to the connectors contain no glass spheres, hence only the

fluid governing equation is solved and reduces to Eq. 3.25.

〈ρc〉f Acε
∂Tf
∂t

+
∂

∂z

(
ṁ 〈c〉f Tf

)
− ∂

∂z

(
kfAcε

∂Tf
∂z

)
= Q′leak(Tcasing, Tf ) (3.25)

Most of the pressure drop is due to the packed beds, therefore we neglect the

pressure drop term in the void space.

3.4.4 Casing Losses

The unwanted heat interaction between the fluid and the casing are included in the

model using the Q′leak term. This term is added to the fluid governing energy equation

of the regenerator - Eq. 3.3 - and the void space - Eq. 3.25. The heat leak is considered

in the radial direction. In Eq. 3.26 the general form of the equation is given
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Q′leak = PrhU(Tcasing − Tf ) (3.26)

where Prh is the perimeter based on the inner diameter of the regenerator housing

wall, U is the global heat transfer coefficient, Tf is the temperature of the fluid, and

Tcasing is the temperature boundary condition of the outer housing components.

To simplify our simulation, we have replaced the 2D conduction model used by

Trevizoli with an assumed casing temperature [52]. Two casing boundary conditions

are tested; we will refer to these cases using the acronyms (Tamb) and (grad). The

first assumes a constant outer casing temperature along the total length while the

second condition assumes a linear temperature variation.

(Tamb)

Tcasing = Tamb (3.27)

The temperature along the entire boundary is fixed to the ambient tem-

perature of the lab taken from the experimental data.

(grad)

Tcasing(z) = Tcold +
z

Lhousing
· (Thot − Tcold) (3.28)

A linear temperature gradient with the Tcold at the cold side and Thot at the

hot side is assumed. Tcold and Thot are set based on the current simulation

setting of fluid domain boundary conditions.

The (grad) case assumes the casing temperature is driven by the fluid domain

boundary conditions Thot and Tcold. The (Tamb) case looks at a scenario where the

casing temperature is fully driven by the ambient temperature.

Fig. 3.3 shows a sketch of the composite system in the radial direction for the

regenerator section and the void space section. The boundary condition of the casing

temperature is set at the location where the outer casing components start. The

outer components of the PM1 consist of the Halbach magnets together with flanges
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to fix the regenerator housing and Halbach magnets. The components between fluid

domain and the outer casing boundary condition are considered a composite system,

reducing all the components to a single global heat transfer coefficient, U .

Figure 3.3: A sketch of the regenerator housing including outer system components
up to the casing boundary condition.

The Gd and GS spheres represent the casing assumption for the packed glass Gd

and glass spheres. Both the packed spheres and the connectors are fitted into the G10

tubing - outer radius rg10 = 9.5 mm and inner radius rrh = 8 mm - followed by an air

gap between the housing and outer casing components, rair = 11 mm. The rotation

of the inner Halbach magnet causes Couvette flow in the air gap [86, 87]. This causes

the heat transfer through the air to be dominated by conduction. Therefore, the

global heat transfer coefficient for the regenerator section is expressed as Eq. 3.29

Ur =
1

1
hr

+ rrh
kg10

ln
(
rg10
rrh

)
+ rrh

kair
ln
(
rair
rg10

) (3.29)

where the thermal conductivity for G10 is 0.608 W/mK [88] and for Air 0.026 W/mK

[89], and hr is heat transfer coefficient between the packed beds and the inner housing

diameter [79].

hr =
0.17Re0.79

dp

Dsp

(3.30)

The void space section represents the end and intermediate connectors. The void

space’s inner diameter is calculated using Eq. 3.31 based on a hollow cylinder ap-

proximation of the connector void space
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ro =

√
Vo
πLo

(3.31)

where ro is the inner radius, Vo is the void space due to the connector, and Lo the

length of the connector. The perimeter is then simply calculated by Po = 2roπ.

For the void space section, the global heat transfer coefficient is given by Eq. 3.32.

Uo =
1

2ro
3.66kf

+ ro
kultem

ln
(
rrh
ro

)
+ ro

kg10
ln
(
rg10
rrh

)
+ ro

kair
ln
(
rair
rg10

) (3.32)

The convection between fluid and the Ultem tube is based on the forced con-

vection term resulting from the laminar flow in a tube, Nu=3.66 [90]. The thermal

conductivity of Ultem is estimated at 0.122 W/mK [91].

3.4.5 Numerical Implementation

In Fig. 3.4 the psuedo algorithm of the numerical model is depicted. The first

step temperature boundary conditions are input according to Tab. 3.3. In the built

geometry step, the regenerator and dead volume properties are binned in an array

corresponding to the spatial distribution along the z direction. The fluid mass flow is

determined for each time step based on the displaced volume and frequency setting.

And an applied field matrix is build that consists of the applied field values for each

location and time step. These set of arrays and matricies are used as input variable

in the governing equations.

The initial value of the temperature of the solid and fluid are input as a linear

temperature distribution between Thot and Tcold. The next time step is solved by

building the tridiagonal matrix according to the discretization method that is outlined

in Attachment B. Using Thomas’s algorithm, the fluid tridiagonal matrix is solved

yielding an updated fluid temperature array. These updated fluid temperature values

are used in the construction of the solid tridiagonal matrix solution. For each time

step calculation the updated values of fluid and solid temperature are compared to
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the previous calculated values. The relative tolerance between these two arrays is

calculated to see if it is below the set threshold tolerance value, after which the next

time step is calculated.

Figure 3.4: Psuedo algorithm of the AMR model.

After a full cycle is calculated, the last time step fluid and solid temperature is

set as the first time step value of the cycle. This newly calculated matrix of solid and

fluid temperatures is compared against the previously calculated values. When the
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matrices vary less than 10−6, steady state is reached. At cycle steady state, the gross

cooling power is extracted at the cold side of the domain using Eq. 3.33. The cooling

power is determined by the temperature variation of the fluid exiting the regenerator

Qgr = f

∫ 1/f

0

cp,fṁ(Tf,cold − Tcold) (3.33)

where Tf,cold is the fluid temperature at the cold end.

For each configuration a region of interest, hot and cold side temperatures, are

computed based on the experimental steady state points. To compare modeled gross

cooling powers with the experimental results, additional correction of the cooling

power is required. The gross cooling power is corrected to account for additional heat

leaks on the cold side heat exchanger using Eq. 3.34 [34]

Qnet = 2 ·Qgr − 0.28 · (Tamb − Tcold) (3.34)

where Tamb is the ambient temperature, 2 stands for the number of regenerators used

in the PM1 and 0.28 is an empirically measured constant [92]. After post correcting

the gross cooling power at each computed hot and cold side temperature boundary

condition, the modelled temperature span is found interpolating cold side temperature

from the experimental net applied cooling power and hot side rejection temperatures

region.

3.4.6 Speed Improvements

Several improvements are made to the speed of the computation. A passive simulation

is run on a laptop with a core i7-4600U. The average of 10 simulations are presented

in Fig. 3.5.

The first improvement was found updating from Python 3.5.1 to Python 3.6. Then

a variable step tolerance was implemented. Initially a fixed time step tolerance was

used; however, it was found that using a variable tolerance increased the speed of the
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simulation. The first number of cycles are performed using a larger tolerance value

starting at 10−2 decreasing until 10−6. Lastly, adapting the numerical scheme from

full upwind to power law gave an increase for lower frequencies and utilizations.
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Figure 3.5: Speed increases on passive regenerator modeling for a fixed number of
time nodes (nt=400) and spatial nodes (N=200).

3.4.7 Mesh Study

A mesh study was performed on regenerators with and without dead volume. Very

fine meshes incur large computational costs; therefore, a compromise between sim-

ulation outcome and computation cost is made. For the regenerator without dead

volume, it was found that using 400 spatial nodes and 400 time nodes gave consistent

results and fast computational times. At 800 spatial nodes and 400 time nodes the

simulation results with dead volume are consistent to finer meshes using a reasonable

computational cost.
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3.5 Results

After collapsing the temperature span by increasing the cooling load the device is

let to run at a single set hot side temperature and cooling load. The steady state

temperature span at each hot side temperature is reached when the temperature span

varies less than 0.1 ◦C over a 12 minute period. This experimental steady state criteria

enables us to find a steady state point at a given hot side within 2 hours of running

the PM1. After a steady state point is found the next point can be determined by

the device by setting a new hot side temperature. This allows us to take a sweep of

different hot side temperatures in a single day. The uncertainty of the experimental

steady state point is estimated ±1 ◦C.

It is important to note that the ambient temperature in the laboratory varies

during the day. While small fluctuations tend to relate to small changes in parastic

load, this can impact the steady state temperature span for a regenerator due to

the small cooling powers available. In Tab. 3.6 the average and standard deviation

of the ambient temperature during the experimental days are listed. The ambient

temperature variation across experimental days is larger than variation during the

day. Therefore the ambient temperature used to correct the gross cooling power is

considered fixed for each applied cooling load and experimental configuration. The

lab temperature was not recorded for the centre bed, the 2.5 W net applied load

experiment, but is estimated to be 20 ◦C.
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Table 3.6: The average ambient temperature, Tamb,ave, and the standard variation
of ambient temperature, Tamb,st.dev., between the recorded steady state points for the
entire hot side temperature sweep at each net applied cooling load.

Qnet (W) Tamb,ave (◦C) Tamb,st.dev. (◦C)

cold 0 20.1 0.1

2.5 19.2 0.4

centre 0 20.5 0.1

2.5 - -

hot 0 21.1 0.9

2.5 20.3 1.0

long 0 20.7 0.6

10 20.6 0.4

Each experiment is simulated with and without dead volumes: one with just

the regenerator section and another including the void volume sections (VV). For

both simulations the two casing boundary conditions, as described in Sec. 3.4.4, are

considered. Hence, in total four simulations are computed for each experiment.

We first present the results for the long regenerator, afterwards, the results of the

short beds are presented.

3.5.1 Long Bed Results

The experimental and simulated results of the long regenerator are plotted in Fig.

3.6. The 0 W net cooling power results are presented separately from the 10 W

results. The experimentally determined steady state temperature spans are presented

as points and the simulated results as lines.
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Figure 3.6: Experimental results compared to Simulation results with (VV) and
without dead volume sections included for the long configuration. (a) 0 W Tamb,ave =
20.7 ◦C (b) 10 W Tamb,ave = 20.6 ◦C

For the 0 W load case, there is a small decrease in determined temperature span

when dead volume sections are included in the simulations. However, in the 10 W

case, there is a more significant decrease in temperature span with and without dead

volume sections included. The results with dead volume sections better approximate

the experimental results. Simulating only the regenerator section significantly over-

predicts the experimental results.

When just the regenerator section is modeled the assumed casing boundary condi-

tion does not impact the modeled temperature span. Whereas, when the dead volume

sections are added, the casing boundary condition assumption does vary the temper-

ature span. The (grad) assumption produces the highest temperature span in the

0 W load case among the tested casing boundary conditions. Below 30 ◦C rejection

temperatures, the simulated temperature span of (grad) increases compared to the

(Tamb) approaching the no dead volume scenario.

For the 10 W net applied cooling, below 26 ◦C rejection temperatures the (grad)

improves over the (Tamb) scenario. At higher rejection temperatures, the (grad)

assumption produces a lower temperature span than the (Tamb) case.
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The results from the long beds show that including dead volume sections improves

the simulation to approach experimental data. With dead volume sections and vary-

ing casing boundary conditions slight variation in temperature span can be found.

Using the (Tamb) provides the best matching solution for the 0 W case. For the 10

W, the (grad) marginally improves the temperature span trend over (Tamb). Fur-

thermore for the 10 W case, above 30 ◦C hot side temperatures, the temperature span

trends upwards for all casing boundary conditions over-predicting the experimental

temperature span.

3.5.2 Short Bed Results

The experimental results of the short beds in the cold, centre, and hot configurations

are presented in Fig. 3.7. Fig. 3.7 shows that in terms of temperature span, the

centre beds perform better than the cold and hot side beds. The main discerning

experimental parameter between the centre beds and cold/hot side beds is the applied

magnetic field. The average applied field values for the hot and cold bed configurations

are similar while the centre beds have the largest peak and variation in applied field

values. The results between the cold and hot side bed differ for the 0 W case but are

similar for the 2.5 W case. The cold configuration performs better in the 0 W case

than the hot side beds.
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Figure 3.7: Experimental results of the differently placed regenerators. For cold
(Col) side, centre (Cen) and hot (Hot) side configurations for 0 W and 2.5 W net
applied load.

In Fig. 3.8, Fig. 3.9 and Fig. 3.10 the cold, centre and hot configured beds experi-

mental results, respectively, are compared to simulated results. For each configuration

and load the four simulation cases are shown. Since no ambient temperature is known

for the centre bed configuration at 2.5 W, the (grad) assumption simulation results

using Tamb = 20 ◦C results are presented. These values are representative of the

ambient temperature range in the lab. Tamb = 19 ◦C was also calculated, but the

variability between these results and the Tamb = 20 ◦C for the 2.5 W case are too

small to display on the graph.
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W Tamb,ave = 19.2 ◦C
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Figure 3.10: Experimental compared to Simulation results with (VV) and without
dead volume included for the hot configuration. (a) 0 W Tamb,ave = 21.1 ◦C (b) 2.5
W Tamb,ave = 20.3 ◦C

For all configurations, the simulations considering just the regenerator section

over-predict the experimentally determined temperature span. When dead volume

sections are included, the simulations match well with the experimental results. The

casing boundary condition can be used to fine tune the simulated temperature span

to closer match the experimental results; however, the impact of casing boundary

condition is small relative to dead volume. In the cases of the cold and hot configura-

tions, the trends for the (Tamb) and (grad) are very similar since the temperature

span is small and all values used are close to room temperature. In the case of the 0

W centre beds the temperature span is larger and the (grad) assumption produces

the closest match to the experimental results. The fixed boundary condition under

predict the temperature span for the 0 W case. Testing the ambient temperature of

20 ◦C in the 2.5 W case with the (grad) assumption results in good matching values

between simulations and experimental results. The ambient temperature setting for

this simulation only impacts the gross cooling power correction given by Eq. 3.34.

An additional simulation is performed on the centre bed configuration with dead

volume sections where the casing energy term is removed. The results of this addi-
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tional simulation are presented in Fig. 3.11. As can be seen for the zero watt case

these losses impact the temperature span; however, for the 2.5 W simulation the

temperature span results are similar to the (grad) assumption.
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Figure 3.11: Experimental and simulation results with (VV) and without dead vol-
umes for the centre configuration. Two additional cases are shown where casing losses
are fully neglected. (a) 0 W Tamb,ave = 20.5 ◦C (b) 2.5 W considering only the grad
case with Tamb,ave = 20 ◦C

In most simulation cases for the short regenerator beds the (grad) assumption

provides the closest match between experimental and simulation results.

3.6 Discussion

Agreement between experimental and simulation results for the short regenerators

requires the inclusion of the dead volume sections and casing losses in the system

model. For the configurations tested, the dead volume has the most significant impact

with better agreement to experiments for zero and loaded conditions. The casing

losses have the largest measurable impact for the low cooling power simulations where

the span is larger. At larger cooling powers the impact of casing losses is diminished

on the determined temperature span curves. This is shown by the fact, in the long
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regenerator beds a variation in temperature is found on the zero watt cooling power

temperature span curve, but little variation is found for the 10 W curve. Similarly,

Fig. 3.11 shows that when the casing loss term is removed for the short centre beds,

the 0 W simulated temperature span is found to over-predict the experimental results.

However, for the 2.5 W net applied load, the results with no casing losses are similar

to the (grad) boundary condition results.

The casing losses model considers a single boundary condition along the regen-

erator outer components. We found that when just the regenerator section is con-

sidered the casing losses do not impact the predicted regenerators temperature span

performance. When dead volume sections are included a variation in the predicted

temperature span is found with different casing boundary condition assumptions. By

defining the casing boundary temperature we are assuming that the actual fluid tem-

perature in the regenerator does not have an impact on the casing temperature. This

may be a poor assumption since the temperature profile in the fluid may differ con-

siderably from the assumed casing temperature. For example, Fig. 3.12 shows the

simulated fluid temperature along the domain at maximum hot and cold blow points

in the AMR cycle for the centre configuration.
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Figure 3.12: The fluid temperature at the maximum hot and cold blow points in the
cycle for the short centre place regenerator with Thot and Tcold at 20 ◦C. The casing
boundary condition that is tested is the (grad).
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The hot and cold side fluid boundary conditions are set at 20 ◦C and the casing

boundary condition is set to (grad). The (grad) results in a constant temperature

along the casing since the temperature hot and cold side boundary conditions are

equal. A weak thermal link between the regenerator and the heat exchangers is

found for this configuration on both sides. At the hot side of the regenerator the

temperature is at 33 ◦C while at the cold side the temperature is at 14 ◦C. This leads

to a large temperature difference between the fluid and boundary condition, as well

as a large thermal gradient between regenerator and heat exchangers. One would

expect the fluid temperature to impact the adjacent system components and those

components to thermally interact with each other. This will cause heat interactions

with the outer components of the PM1 impacting the casing temperature boundary

condition in a dynamic way. As discussed in the introduction, this interaction can be

captured by coupling a 2D conduction model of the outer system components to the

1D AMR system model. However, as shown here, the casing loss is less important for

this AMR geometry than the dead volume, therefore allowing the use of a simplified

boundary condition [52].

The experimental results of the short regenerators vary due to dead volume lo-

cation as well as differences in magnetic field. The centre beds are placed such that

Λ0 = 0.5 and the regenerator is subjected to the largest amplitude magnetic field

waveform. Between the hot - Λ0 = 0.8 - and the cold beds - Λ0 = 0.2 - there is a large

difference in cold-side dead volume fraction; however, there is little variation in the

average applied magnetic field. From the experimental results, we see that the centre

beds produce the largest temperature span among the short beds. This is directly

correlated with the higher applied field values. The cold side beds perform better

than the hot side beds for the 0 W curve; however, cold and hot are similar for the

2.5 W net loading curve. The 0 W curve is highly susceptible to heat leaks.

Experimental results show that the zero-watt temperature span curves for hot

and cold configurations vary by approximately 2 K at rejection temperatures of 22

◦C and 24 ◦C. Based on simulated results, the dead volume fraction and the total dead
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volume difference may explain the performance drop between hot and cold beds. At

equal ambient temperature, a larger dead volume fraction will decrease the modelled

temperature span. As shown in Fig. 3.12, dead volumes result in reduced thermal

coupling between the AMR and the heat exchangers.

The difference in temperature span falls within the uncertainty of the experimen-

tally determined steady state points which makes it difficult to determine if the dead

volume variation between hot and cold side regenerators is the cause of the temper-

ature span difference. Another factor is the variation in ambient temperature that

may impact the casing heat leaks. The zero watt tests for the cold configuration are

taken at a lower ambient temperature than for the zero watt hot configuration. In the

latter case, the hot side zero-watt curve experienced an ambient temperature of 21.1

◦C while the cold configuration ambient temperature was 20.1 ◦C. This will benefit

the cold side regenerator leading to a larger temperature span. While the differences

in ambient temperature are small, the variability on the zero watt curve compared to

the 2.5 W cooling power temperature curve are more significant when void volumes

are significant.

3.7 Conclusion

In this Chapter we experimentally and numerically study the impact of void volume

and casing heat transfer losses on active magnetic regenerator performance. Different

regenerator configurations in terms of length and location are tested, varying location

results in a change in applied field and the size and volume of void space outside the

regenerator.

The two-dimensional structures comprising the AMR system are simplified to a 1D

domain. This provides a simpler approach than using a 2D external casing model [52].

This simpler approach is shown to be satisfactory for cases analyzed here due to dead

volumes dominating the loss. The casing loss does impact predicted performance,

but to a lesser degree for the PM1 device. For this reason, the assumed boundary
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condition for the casing is found to have a small impact on simulated temperature

span.

Improving the ambient temperature control or improving the thermal isolation

of the apparatus would benefit experiments using small regenerators with dead vol-

umes. The void spaces outside the regenerator can be reduced by using small capillary

tubing, glass spheres and check valves; however, small dead volume can impede per-

formance due to flow maldistribution as shown elsewhere [75]. Design choices for

optimizing structure of AMR devices warrant further study.
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Chapter 4

Two Layer Experimentation

The content of this Chapter is published in Journal of Physics D:Applied Physics [61].

Experimental study of 2-layer regenerators using MnFeSiP materials

T.V. Christiaanse1, P.V. Trevizoli1,2, Sumohan Misra3, Colman Carroll4, David van

Asten5, Lian Zhang5, R. Teyber1, P. Govindappa1, I. Niknia1, A. Rowe1

1University of Victoria, Victoria, B.C. Canada

2 Department of Mechanical Engineering. Ingá University Center (UNINGÁ),

Rod. PR-317, 6114 - Parque Industrial 200, Maringá, PR, 87035-510, Brazil.

3BASF SE Ludwigshafen, Luwigshafen am Rhein, Germany

4BASF Future Business, Luwigshafen am Rhein, Germany

5BASF Nederland, De Meern, The Netherlands

The idea of this experimental work is to look at the Curie spacing between two

layers of Mn-Fe-Si-P material. In this Chapter the experimental methods and data

of the 2-layer materials are presented and discussed.
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4.1 Abstract

An experimental study determining impacts of composition in a two layer active mag-

netic regenerator is described. Five Mn-Fe-Si-P materials with Curie temperatures of

294.6 K, 292.3 K, 290.7 K, 282.5 K and 281.4 K are used. These materials are tested

as two layered regenerators using an active magnetic regenerator cycle. Three sets of

experiments are performed. First, a reference configuration consisting of the 294.6 K

material with a second passive layer of lead is tested. Second, the remaining active

materials are used as cold layers with the same 294.6 K material as a warm layer.

Lastly, a regenerator is created from the 294.6 K and 282.5 K materials. The tem-

perature span is measured for rejection temperatures from 40 ◦C to 9 ◦C and at 0 W

and 2 W applied load. The experimental results for temperature span and exergetic

cooling power are compared based on the differences from the reference configuration.

Materials are analyzed based on performance metrics such as peak adiabatic temper-

ature change, peak entropy change and RCP(s) values. It is found that a closer Curie

spacing can yield a greater temperature span and exergetic cooling power than fur-

ther spaced materials, even when materials are used with lower performance metrics.

These results show that materials with lower adiabatic temperature change and lower

entropy change can outperform materials with higher values when close Curie spacing

is used in a layered regenerator at appropriate rejection temperatures.

4.2 Introduction

The development of magnetic heat pumps faces several challenges arising from the

nature of the magnetocaloric materials, to the components of an active magnetic

regenerator (AMR) [12, 21]. The latter includes the magnetic circuit [93], regenerator

bed geometry [14], heat exchangers, and pumping system. A specific area of research is

layering of first order materials to create low-cost and high performance regenerators.

Layering refers to the arrangement of several materials with different properties in an
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AMR. Layered regenerators may use second order materials (SOM’s) or first order

transition materials (FOM’s). Even though SOM’s based on rare earths have been

successfully employed in AMR’s, they tend to use expensive constituents. FOM’s,

in turn, can be composed of less expensive constituents and, therefore, are more

attractive for commercial applications near room temperature [13].

Several works have addressed the challenges of layering materials in an AMR.

Simulation studies have been published on layering of SOM’s [38, 39, 40, 42, 43, 41,

94], FOM’s [36] and a combination of FOM’s and SOM’s [44, 35, 46, 45]. Experimental

results have been published on layering SOM’s [23, 24, 95, 25, 27, 96, 26, 97, 33, 98, 99],

FOMs [100, 101, 29, 30, 22, 102] and comparing SOM and FOM layered regenerators

[103, 104, 105, 106, 28, 107, 31]. Most of these studies use Lanthanum based alloys

as an example of a FOM, except for a recently published study which; showed a 32 K

temperature span using 8 layers of Mn-Fe-As-P materials [22]. Experimental studies

on layering explore varying material properties in a parametric manner. Tušek et al.

describes the use of two, four and seven layers of Lanthanum-based material and the

impact on temperature span [31]. Saito and Nakagome report a study using one,

two and three layers of a SOM material, with an additional three layer configuration

where the mass ratio between layers is changed [98]. Teyber et al. study effects of

Curie temperature spacing between two SOM materials [99]. Govindappa et al. report

a three, six and eight layer experiment with FOM Mn-Fe-As-P material where the

impacts of number and thickness of layers is described [22]. A similar study was

performed using La materials by Navickaitė et al.; three, five and nine layers of La

materials are tested [102]. Balli et al. recently published a review paper summarizing

different FOM layering studies [104].

FOM materials from the Mn-Fe-Si-P system are of interest for AMR applications

because the constituents are abundantly available and non-toxic [15]. By tuning the

ratio of the constituents the transition temperature can be altered to lie between 220

and 380 K [57]. The peak entropy and adiabatic temperature change which occur

around the transition temperature of the Mn-Fe-Si-P family can be higher than those
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of SOM’s; however, like other FOM’s, the width of the peaks are narrow, thereby

requiring the use of layering.

While the Mn-Fe-Si-P system appears to be promising for AMR applications, there

is little data in the literature regarding experiments using layered regenerators com-

prised of these materials. Moreover, previous reports of layering with FOM materials

tend to focus on number of layers without a rigorous examination of the impacts of

property variations for a fixed number of layers. Given the complexity of the thermo-

dynamic problem, the uncertainty in material properties, and the differences between

test devices, the ability to create layered AMR’s with desired performance is still a

challenge.

This work examines performance of layered regenerators using Mn-Fe-Si-P mate-

rials. A set of five materials with different constituent ratios, transition temperatures,

and thermal hysteresis are tested in an AMR cycle. The material transition temper-

atures are near room temperature (297 K) with a thermal hysteresis less than 1.5 K.

The materials are combined to create six different 2-layer regenerators; a reference

regenerator structure uses one active layer and a passive second layer of lead spheres.

We experimentally investigate the impact of Curie temperature spacing and magne-

tocaloric properties on temperature span and exergetic cooling power produced by

the regenerator. Numerous steady-state tests are performed for each regenerator with

varying rejection temperature and heat loads.

The following section describes the experimental apparatus, materials, and test

procedures. The metrics used to characterize and report results are explained. Finally,

the differences in performance are discussed and compared using common material

metrics.

4.3 Experimental Methods

In total, six experiments with the available Mn-Fe-Si-P materials are performed.

Three set of experiments are performed consisting of: (i) a hot side layer with a
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passive cold side material; (ii) four additional experiments where the same hot side

material is used from (i) while a cold side layer is added with decreasing transition

temperature and; (iii) a regenerator is made from two materials previously used as

cold side layers from (ii). The experiments are performed in the PM I device [60] using

a displaced volume of 2.76 cm3 and frequency of 1 Hz. The hot side temperature is

varied between 40 ◦C and 9 ◦C with increments of -1 ◦C under zero and 2 W applied

cooling load conditions. The results are presented as a function of temperature span

and gross exergetic cooling versus hot side rejection temperature. Details of the

device, material properties, regenerator structure, and test method are presented in

the following sections.

Figure 4.1: Schematic drawing of the PM1 prototype system providing the location
of the various thermocouples.

4.3.1 Description of the Experimental Apparatus

The permanent magnet device (PM I) shown schematically in Fig.4.1 is used for the

experiments [60]. The magnetic field is generated by two cylindrical nested Halbach

arrays [108]. Each array has a magnetic field transverse to the bore direction. The

inner Halbach array rotates with respect to the outer array to create a peak field of

1.47 T. When the arrays oppose each other a minimum field of 0.09 T is obtained. The
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inner bore has a diameter of 19 mm through which the AMR housing connects to hot

(HHEX) and cold (CHEX) heat exchangers. Dead volumes between the regenerator

matrix and heat exchanger surfaces are reduced by using glass spheres to fill the

remaining void space.

The heat transfer fluid is 79.5 % water, 20 % ethylene glycol and 0.5 % corrosion

inhibitor (supplied by BASF SE.) Fluid is oscillated by a piston through a loop

consisting of the HHEXs, AMR housings, and CHEX. The CHEX has check valves to

promote unidirectional flow between the heat exchanger surface and the regenerator,

thereby reducing dead volume. The HHEX controls the rejection temperature by

exchanging heat with a temperature controlled recirculating chiller.

Pressure drop is measured by an OMEGA PX613 300G5V pressure transducer

installed between the piston and the HHEX. OMEGA E-type thermocouples are in-

stalled at various locations of the system. Thermocouples are installed between the

HHEX and CHEX for each regenerator. The reported hot side (Thot) and cold side

temperature (Tcold) are based on the average reading of the thermocouples. Two addi-

tional thermocouples measure magnet and ambient temperature. Data are collected

using Labview R©DAQ software with NI 9213 DAQ and NI 9205 DAQ cards used for

temperature and pressure sensors respectively. The cooling power is applied to the

CHEX by an Omega KHLV-202/10 film heater. The heater voltage and current are

supplied by a HP E3631A DC power supply.

4.3.2 Materials Preparation and Regenerator Construction

The Mn-Fe-P-Si materials are produced by BASF SE using gas atomization to cre-

ate particulate from which a block is formed via sintering at 1100 ◦C for 20+ hours.

The block is ground to produce irregular particles which are sieved to between 300-

425 µm (nominal size 360 µm). Several materials are produced using this method

with different loading ratios for the elemental constituents. Resulting particles are

screened for hysteresis and transition temperature using zero field specific heat mea-

surements. Samples of each material set are then characterised using in-field specific
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heat, magnetisation and adiabatic temperature change measurements. After correct-

ing for demagnetising fields, the entropy diagram for each Mn-Fe-P-Si material is

constructed as described in detail by Christiaanse et al. [20]. The loading material

composition before gas atomization, transition temperatures, mass and length for

each regenerator is listed in Table 4.1 1. The PM I device requires two regenerators,

one for each Halbach array.

Table 4.1: Properties of the materials (a) and regenerator (b). This table has been
updated with porosity values.

(a) Transition Temperature (K)

Field 0 T 0 T 1 T 1 T

Name Material Heating Cooling Heating Cooling

M1 Mn1.16Fe0.75P0.47Si0.53 294.7 294.5 294.7 294.5

M2 Mn1.18Fe0.73P0.48Si0.52 292.6 292 292.6 292

M3 Mn1.16Fe0.74P0.47Si0.53 290.7 290.7 290.7 290.7

M4 Mn1.205Fe0.715P0.49Si0.51 283.6 282.4 283.6 282.4

M5 Mn1.21Fe0.74P0.49Si0.51 281.3 281.5 281.3 281.5

(b) packed bed properties

length (mm) mass (g) porosity(-)

Name 1 2 1 2 1 2

M1 22 23 12.3 13.0 0.53 0.53

M2 22 23 12.8 12.9 0.52 0.52

M3 23 23 12.4 12.4 0.54 0.55

M4 22 17 12.3 9.5 0.53 0.52

M5 23 22 12.1 13.1 0.57 0.50

The magnetocaloric properties can vary significantly between each composition

1The mass for the M1-M2 and M4-M5 are incorrectly stated in the publication. This table here
contains the correct values for all materials. The editor has been notified of the error. The error
does not impact the conclusions of this Chapter or the paper.
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[20]. The constructed ∆T and ∆s are based on low field heating and high field

cooling entropy curves [53, 56, 20]. The field values are based on the internal field

values of the regenerator in the PM 1 device. Accounting for the PM I magnets [60],

the regenerator shape [85], porosity [109], and material properties [20], the average

internal fields are estimated to be approximately 0.3 T and 1.0 T during low and high

field blow periods. The modelled adiabatic temperature change and entropy change

for the average low and high fields are shown in Fig. 4.2 for each material. The

temperature at which we find peak adiabatic temperature change and the FWHM of

the adiabatic temperature change curve is listed in Table 4.2.
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Figure 4.2: Material properties (a) adiabatic temperature change (∆T (K)) and (b)
entropy change (∆s (J/kgK)) extracted from [20] using heating low field to cooling
high field. Low field and high field during the blow period is estimated to be 0.3 T
to 1.0 T, respectively. Lines are added to guide the eye.

Table 4.2: Temperature of peak adiabatic temperature change and full width half
maximum (FWHM) of the adiabatic temperature change curves of each material.
These values are extracted from the material data presented in Fig. 4.2(a).

∆Tad peak (K) FWHM (K)

M1 297.1 9.5

M2 295.4 12.1

M3 294.2 14.3

M4 286.2 6.6

M5 285.2 5.4
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Individual materials are packed in a G10 tube and tubing segments are assembled

to create a two-layer regenerator configuration as shown in Fig. 4.3. Each tube

of material is of equal length with connector fixtures on either side. This modular

design allows for the exchange of hot and cold layers to create desired combinations

of materials. An intermediate connector between materials results in 2.26 cm3 void

volume between the layers. In addition, due to the short length of the beds there

is void volume on either side of the regenerator; this void space is reduced by filling

with 3.18 mm diameter glass spheres.

Figure 4.3: Modular design of the regenerator. (1) Packed bed regenerator based
on crushed particulate of Mn-Fe-Si-P material. The distance from the centre of the
magnet to the face of the regenerator is kept constant; however, the length of the
bed varies as indicated in Table 4.3. (2) Intermediate connector, this is placed at the
centre of the magnetic field source. (3) End connector, this plug fits into the hot side
heat exchanger. (4) G10 tubing that is used to house the regenerators.

4.3.3 Experimental Methods

The different regenerator configurations are listed in Table 4.3. For the first five

regenerators (R1-R5) the hot side material is M1. The R1 regenerator has a 23 mm

long passive cold layer constructed from 300 µm lead spheres. The lead spheres are

used to approximately maintain the overall thermal and hydraulic properties of each

regenerator combination. For all remaining regenerators, the passive layer is replaced

with an active material such that the cold side Curie temperature is varied from 292.3,
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290.7, 282.5 to 281.4 K. A sixth regenerator configuration is also constructed using

the 292.3 K transition temperature material (M2) as hot side material and 282.5 K

transition temperature material (M4) as the cold side material.

Table 4.3: Regenerator configuration naming convention.

Transition temperature (K)

Name First layer Second layer Spacing (K)

R1 M1 294.6 Lead Spheres -

R2 M1 294.6 M2 292.3 2.3

R3 M1 294.6 M3 290.7 3.9

R4 M1 294.6 M4 282.5 12.1

R5 M1 294.6 M5 281.4 13.2

R6 M2 292.3 M4 282.5 9.8

4.3.4 Data Analysis

Regenerators are tested with applied heat loads of 0 W and 2 W. The temperature

span is recorded at steady state for hot side temperatures varying between 40 ◦C and

9 ◦C. For all experiments the frequency and displaced volume are fixed. The displaced

volume, 2.76 cm3, is selected to overcome the dead volume due to the intermediate

connector. The frequency is 1 Hz to restrict stress on the packed beds due to pressure

drop and to lower the chance of the packed structure breaking apart.

Results are presented using temperature span, Tspan, and gross exergetic cooling

power, E, versus hot side rejection temperature, Thot. Temperature span is based on

the difference between hot and cold side temperatures at steady state. Some variation

in temperature span is due to uncontrolled changes in ambient temperature. Due to

the small amount of material being tested, cooling powers are small and parasitic

heat leaks are significant. Heat leaks from ambient are included in calculating gross

exergetic cooling power of a regenerator [34]. The gross exergetic cooling power is

defined by
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E = Qgr ·
Tspan
Tcold

(4.1)

where Qgr is the gross cooling power given by

Qgr = Qnet +Qamb (4.2)

where Qnet is the net applied load to the cold hex and Qamb is the load due to the

heat leaks. This is calculated by

Qamb = Kamb↔cold · (Tamb − Tcold) (4.3)

where Tamb is the ambient temperature measured at steady state. Kamb↔cold is 0.28

W/K, which is estimated by Burdyny et al. for the PM I device [92].

4.4 Results

Fig. 4.4 (a) and (b) present the temperature span and the exergetic cooling power

versus hot side rejection temperature of the R1 configuration where material M1 is

layered with lead spheres. The red circles indicate data for an applied (or; net) load

of 0 W while the green squares are for 2 W applied load. The operating range of the

material is graphically indicated at the top of the plot. The green squares indicates

the temperature at which we find the peak adiabatic temperature change when using

the average low and high internal fields; the horizontal line shows the extent of FWHM

of the adiabatic temperature change curve.
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Figure 4.4: (a) Temperature span (Tspan) versus hot side temperature (Thot), and (b)
gross exergetic cooling power versus hot side temperature for R1 regenerator. Some
discontinuities in the trend can be explained by the ambient temperature variation,
as an example for four points on the 0 W curve.

The collection of steady-state temperature span’s are a result of multiple days of

experiments where a typical point represents more than an hour of operation. The

device is stopped at the end of each day and then restarted the following day. As seen

in Fig. 4.4(a), this procedure leads to some discontinuity between the measured spans

recorded on different days. There are two main reasons for this behaviour which are

related to the test apparatus: (1) hourly and daily changes in ambient temperature

(Tamb) of the device environment (external dynamics), and (2) transient effects in the

device (internal dynamics). The cooling power of the regenerators is small, and, as

a result, external and internal dynamics impact the steady-state conditions. Internal

forces impacting dynamics are due to thermal masses such as the cold heat exchanger

and the magnets. Due to the large thermal mass of the magnets, it can take 2-3 hours

for the device to reach a steady-state. These internal transient effects are mitigated

by running an experiment for a sufficient amount of time. Periodic steady-state is

assumed once the measured average temperature span varies less than 0.1 K for 12

minutes. The data is collected and then the hot side temperature is decreased by 1

◦C.

The remaining ambient leak component (1) is addressed by presenting the gross

exergetic cooling power. As can be seen in Fig. 4.4 (b), the gross exergetic power
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tends to remove some of the discontinuities seen in span. In any case, in analysing

the results, we focus on comparing differences in performance between the reference

configuration R1 and the other configurations.

Based on the results in Fig. 4.4 (a) it appears that the R1 regenerator is able

to provide some useful cooling power over a positive temperature span. However,

Fig. 4.4 (b) indicates that the gross exeregtic power is near zero or negative for the

range of rejection temperatures where temperature span is positive. This is due to

the heat leak term in Eq. 4.2 accounting for heat transfer between the ambient and

the cold heat exchanger. In effect, the heat leak is largely responsible for the positive

temperature span - not the AMR cycle - because the cold heat exchanger is warmer

than the ambient temperature. The negative gross exergetic cooling power for the

R1 configuration captures the false signal generated by imperfect thermal isolation.
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Figure 4.5: Temperature span (Tspan) versus hot side temperature (Thot) for the R2-
R3-R4-R5 configurations. The results from the R1 bed are plotted using the open
markers to ease comparison.

In Fig. 4.5 the temperature span (Tspan) versus the hot side rejection temperature

(Thot) is plotted for the R2-R3-R4-R5 configurations using solid markers. Each of

these configurations contain, the same hot side material used in the R1 regenerator.

To show the differences arising with the varying cold side layers, results from the

R1 experiment are plotted in each configuration using open markers. For each layer,

the peak and FWHM temperatures are presented at the top of each plot. The blue

squares indicate the hot side layer while the black diamonds the cold side layer.
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Figure 4.6: Gross exergy (E) versus hot side temperature (Thot) for the R2-R3-R4-R5
configurations. The results from the R1 bed are plotted using the open markers to
ease comparison.

Two characteristics are changing in R2-R5: the spacing between activity of the

layers is increasing, and FWHM of the magnetocaloric effect. By comparing the solid

markers and open markers, the impacts of the two effects on temperature span are

evident. As might be expected, replacing the passive layer with active material gener-

ally increases the temperature spans. In the cases of R2 and R3, the spacing between

layers is small. This leads to an enhanced temperature span performance compared

to R1. The region of improved temperature span is near the operating range of the

materials. With R4 and R5, the spacing between layers is larger. At higher rejection

temperatures, the second layer is outside the active range and the results are simi-

lar to the R1 case. At lower rejection temperatures, the second layer becomes active
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while the warm layer becomes inactive, resulting in a range of operating temperatures

where a local minimum arises. Likewise, the location of peak values tend to correlate

with the operating range of the individual materials.

The gross exergetic cooling power for each configuration is displayed in Fig. 4.6.

The plots for R2 and R3 show the value of layering more clearly when compared to R1.

In the R4 and R5 regenerators, the peaks found at lower rejection temperatures align

with the operating range of the M4 and M5 material, respectively. At higher rejection

temperatures, the performance curves align closely with the operating range of the

M1 material. One interesting observation is that the maximum exergetic cooling

power is found at lower rejection temperatures where only the cold layer is active.

Figure 4.7: (a) Temperature span (Tspan) versus hot side temperature (Thot), and (b)
gross exergetic cooling power versus hot side temperature for R6 regenerator.

Results for the R6 regenerator which combines M2 and M4 are shown in Fig. 4.7.

Positive gross exergetic cooling powers are found at rejection temperatures coinciding

with the operating range of the M2 and the M4 materials. The R2 regenerator and R6

regenerator use the same M2 material; however, in the case of R6, M2 is the hot side

layer whereas in R2 it is the cold side layer. The Curie spacing between layers is 2.3

K for R2 and 9.8 K for R6. These two regenerators perform differently with respect

to their optimal rejection temperature and exergetic cooling power. In the case of the

R2 regenerator the peak exergetic cooling power is at 25.6 ◦C rejection temperature

which is closer to the M1 operating range. In the case of the R6 regenerator the peak
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performance is near a rejection temperature of 14.6 ◦C which is in the operating range

of the M4 material.

When the exergetic cooling power of the 2 W net applied load curve is higher than

the 0 W curve, the beds might be able to produce a higher cooling power. However,

if the exergetic cooling power of the 0 W is higher no higher exergetic cooling could

be achieved. The exergetic cooling power produced by the R2 and R3 beds therefore

might be improved on if more experiments where done.

4.5 Discussion

The impacts of two active layers are summarised in Fig. 4.8 which shows (a) the

differences in maximum temperature span and, (b) gross exergetic power for R2-R6

with respect to R1 performance. Results are plotted with respect to spacing between

layer Curie temperatures. While this is not the only parameter that determines

performance, there is a correlation between maximum differences and Curie spacing

for the regenerators considered. In Fig. 4.8 (a) the largest increase in temperature

span is for the R2 regenerator with 7.2 K for the 0 W experiments and 3.7 K for the

2 W experiments. This configuration has the closest Curie temperature spacing of

2.3 K. R3 has the next largest increase in temperature span with 6.0 K for the 0 W

experiments and the 2.9 K for the 2 W experiments. This configuration has a 3.9 K

Curie spacing.
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Figure 4.8: (a) Maximum temperature span (Tspan,max) minus the maximum temper-
ature span of the R1 regenerator (Tspan,max,R1) versus Curie spacing between layers
(∆TCurie). (b) Maximum gross exergetic cooling power (Emax) versus Curie spacing
between layers (∆TCurie) for each configuration.

Fig. 4.8 (b) shows the maximum exergetic cooling power of the R2-R6 regener-

ators. Unlike temperature span, decreasing performance does not correlate as well

with increased spacing. This is evident with the R6 performance being similar to the

R3.

Table 4.4: Performance metrics based on Hlow,rms → Hhigh,rms values.

Peak Temperature Performance Metrics

∆Tad ∆smax ∆Tad,max ∆smax FWHMs RCPs

Name (K) (K) (K) (J/kgK) (K) (J/kg)

M1 297.1 294.2 0.39 1.7 8.8 15.4

M2 295.4 293.6 0.72 3.2 8.5 27.4

M3 294.2 291.6 0.63 2.3 10.9 25.0

M4 286.2 284.3 0.94 5.6 3.9 21.9

M5 285.2 283.8 1.0 5.8 3.7 21.3

Besides spacing, the properties of individual materials also vary as shown in Fig.

4.2 and Table 4.4. The latter lists peak adiabatic temperature change, peak entropy
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change and calculated relative cooling potential (RCP) assuming a 0.3 to 1 T field

change. RCP is calculated using Eq. 4.4

RCP (s) = −∆smax · FWHMs (4.4)

where ∆smax is the maximum value of the entropy change and FWHMs is the full

width half maximum of the ∆s curve. Niknia et al. found a linear correlation of

maximum exergetic cooling power with RCP for a single material AMR [110].

The cases of R1-R5 include M1 as the warm layer; compared to the other materials,

except for FWHM, the properties of M1 are significantly lower. M4 and M5 are

very similar in terms of the magnitude and shapes of adiabatic temperature change,

entropy change, and RCP. Thus, differences in performance for R4 and R5 seen in

Fig. 4.5 and Fig. 4.6 are expected to be due to Curie spacing. Comparing R2 and

R6, even though the individual material performance metrics are high in R6, it does

not outperform the temperature span or exergetic cooling power of the closely spaced

materials in R2.

A number of issues in the data make it difficult to draw strong conclusions. All

points are taken stepping the temperature down, from an initial set hot side temper-

ature for that day; therefore, the transient dynamic effects are working against the

cooling power of the regenerator. Therefore, the temperature span reported in the

results section represent a worst case scenario for these materials. Additionally, using

this protocol is also more indicative of the functioning of a real refrigerator, where

the temperature span has to be build from a point started at room temperature.

One consideration not addressed here is a recently identified phenomena of multiple

stable points of equilibrium. Hysteresis in temperature span is observed in AMRs

comprised of FOM’s due to intrinsic stability issues due to varying material proper-

ties [111]. These multiple stable points of equilibrium tend to arise when comparing

cooling and heating protocols results. Besides ambient temperature variations and

device transients, stable operating points may be a factor in the discontinuities in



93

measured temperature span seen in Fig. 4.5. The limited range of materials available

for testing results in a gap between Curie spacing for results in Fig. 4.8. This, too,

limits the conclusions that can be drawn regarding correlations with Curie spacing.

Furthermore, measured exergetic cooling power may not represent maximum values

due to a limited number of applied loads being tested. For example, in the case of R2

and R3, higher exergetic cooling power might have been found if higher net applied

load was tested. Some of these issues are being addressed using a detailed transient

model of the AMRs and are the subject of a future paper.

4.6 Conclusion

A study is designed to show the impact of varying Curie spacing between two layers of

Mn-Fe-Si-P materials. Five different materials are selected and combined in different

regenerators. The material properties are analysed and performance metrics for each

material are computed.

Some general trends emerged from the data that when the Curie spacing is de-

creased, the maximum temperature span and gross exergetic cooling power is in-

creased. This closer spacing improves the emergent behaviour of the regenerator.

Using Mn-Fe-Si-P type materials when a spacing in excess of 10 K is used, the beds

seem to function independently of each other. This is shown by having two different

distinct operating ranges around the active range of the materials used.

Individual performance of the materials is a key factor that should also be studied.

The RCP(s) is linearly correlated with the maximum exergetic cooling power of a

single material in AMR [110]. If two materials with a high RCP(s) would be combined

we would expect them to outperform materials with a lower RCP(s). However, when

two well performing materials are combined in the R6 regenerator (RCP (s)M2,M4 =

27.4, 21.9), a lower temperature span and exergetic cooling power is found than in

the R2 regenerator which combines the M2 material with the low performance M1

material (RCP (s)M1,M2 = 15.4, 27.4). The sum of RCP(s) times the regenerator mass
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for the R6 is 7% higher than the R2, while the maximum exergetic cooling power is

21% higher for the R2. Therefore, close Curie spacing (2.3K) of weaker materials

(M1,M2) can outperform further Curie spaced (9.8K) higher performing materials

(M2,M4).
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Chapter 5

Silicon modeling

A manuscript is being prepared from the content of this Chapter.

5.1 Abstract

The use of novel material systems for magnetic heat pump applications requires a full

understanding of integrating material properties, regenerator structure and system

losses. In this work, material data of Mn-Fe-Si-P is integrated into a system model

approach. A framework is proposed to take into account the hysteresis found in the

material data. The inclusion of this framework improves the simulation outcomes

when compared to experimental results of a single layer. Multi-layering simulation

results are compared to a set of experimental results. It was found that the exper-

imental pressure drop improves the temperature span results on the use of a fixed

correlation for pressure drop. A further improvement of the simulation results was

found by varying the interstitial heat transfer coefficient. This indicates that the

beds used degrade during handling, and accurate pressure drop and interstitial heat

transfer correlations are needed to improve modeling further. At lower rejection tem-

peratures, with far spacing, we find multiple points of equilibrium, and the model is

not able to capture the details.
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5.2 Introduction

The modeling of first order transition materials in layered configurations is an impor-

tant step to developing cost effective magneto caloric heat pumps. Novel first order

materials are potentially less expensive than rare-earth second order magnetocaloric

materials. However, due to the narrow temperature region of useful a magnetocaloric

effect (MCE), layering the materials is essential.

Several studies have looked into the numerical evaluation of first order materials

in a layered structure.

Jacobs studies La(Fe,Si)H materials in a five layer configuration [44]. The ma-

terial data is obtained from a single sample and shifted according to its transition

temperature to represent the other materials in the layer. Hysteresis is not imple-

mented in the study. Jacobs shows how to use an optimization function to determine

the maximum cooling power by changing the Curie temperature of the layers, cycle

frequency, flow rate and hot reservoir temperature for a fixed bed length, temperature

span and field properties. For an optimized configuration, the Curie spacing between

the materials is approximately 3 K. The impact on cooling power due to Curie tem-

perature variation, flow imbalance, dead volume and off phase flow and magnet are

determined using the same model.

Lei et al. studies La(Fe,Mn,Si)H materials in a layered structure [36]. Material

properties are obtained from a single material and are shifted according to the tran-

sition temperature. Hysteresis is not implemented in the study. The materials are

layered according to their transition temperature along a linear temperature distribu-

tion from hot to cold temperatures. The impact on performance of number of layers,

rejection temperature and Curie temperature variation is analysed.

Kamran et al. build a 3D parallel plate regenerator model in FLUET to model

second order and first order transition materials [46]. The first order transition La

based material data is obtained by using a polynomial fit of adiabatic temperature

change, while other properties are assumed constant. The model is used to validate
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previously obtained experimental data of layering first order transition materials [28,

31]. Modeling results predict the temperature span of the experiments within 25%.

Further performance investigation of layering FOM is performed by looking at the

number of layers, Curie spacing and utilization of the AMR.

Zhang et al. modeled a 16 layer regenerator consisting of La(Fe,Mn,Si)H materials

[37]. The model is initially validated using Gd. The Curie temperatures of the La

materials are spaced close together between 2-3K. The material data was obtained

from experimental measurements provided by the manufacturer. The layer length

distribution is analyzed, by trying 137 different layering configurations, to find the

optimal distribution of the materials. It was found that linear distribution of the

layers is close to a determined optimal design strategy.

Navickaitė et al. studied two, five and nine layer epoxy fixed packed bed config-

urations of La(Fe,Mn,Si)H based materials [102]. In the two layer configuration the

epoxy content of the regenerator was varied. It is found that 1, 2, 3 and 4 % epoxy

did not impact the performance of the regenerator, however, the 1 % epoxy regener-

ator broke during experimentation. The numerical model is based on the previously

developed model of Lei et al. [36]. Numerical results are found to be in good agree-

ment with each other, when peak obtained temperature span is considered. There

is a slight offset between the peak temperature span found in the model and exper-

iments. The five and nine layer regenerators showed an experimental temperature

span performance of 20.9 K.

The integration of FOM properties bring with it some challenges, especially when

considering multiple FOM’s. It is time consuming to obtain the correct material

properties for each material used in a layering configuration. Therefore, some authors

when modeling FOM’s will obtain the material properties from the manufacture, or

measure a single material and shift the material properties according to the desired

transition temperature. Some details might be lost using this method as small vari-

ations in material properties occur when the Curie temperature is shifted for some

FOM’s. A recent study shows that not only the peak entropy change and adiabatic
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temperature change, but also the width of the entropy and adiabatic temperature

change curve is of importance [45].

Another difficulty is the implementation of hysteresis. The thermal-magnetic hys-

teresis in the first order transition impacts the material behavior during the magne-

tocaloric cycle. Three frameworks have been described thus far to treat the hysteresis

in magnetocaloric cycle modeling.

Brey et al. describes a framework in which the energy loss due to the magnetic

hysteresis is imposed on the MCE energy term [35]. This implementation has shown

to produce little impact on modeled temperature span. Also, only magnetic hysteresis

is considered in this model, the hysteresis found in the specific heat measurements

is neglected. For some FOM’s, the measured magnetic hysteresis will be smaller

than the hysteresis measured on the specific heat [53]; this suggests that using this

framework might underestimate the impact of hysteresis.

The second approach is using the HC thermal pathway. Engelbrecht et al. model

an AMR using a single magnetic field change. The material properties in this model

are based on the HH thermal pathway of Mn-Fe-As-P material. Two simulations are

set up, using either the HH thermal pathway or the HH shifted to fit the HC thermal

pathway. The modeled temperature span using the HC fitted thermal pathway is

smaller than the HH thermal pathway. The HC pathway for Mn-Fe-Si-P is in agree-

ment with cyclic adiabatic temperature measurements [20]. These cyclic adiabatic

temperature change values correspond with the adiabatic temperature change mea-

sured in a single material Brayton cycle [59, 112], suggesting that this is the reversible

component of the adiabatic temperature change expected during the magnetocaloric

cycling.

The last framework is the use of Preisach modeling. The Preisach model treats the

first order transition as a summation of multiple two phase transitions switches. Sev-

eral works have fitted Preisach modeling to the FOM’s such as Mn-As [54], Gd5Si2Ge2

[56] and Mn-Fe-As-P [113]. These studies show that they are able to recreate mea-

sured values of entropy and magnetization through the transition where hysteresis is
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found.

Basso et al. showed that by using a Preisach model on a single FOM, the tem-

perature span is decreased on a magnetocaloric cycle [114]. A recent study advances

this work quantifying the impact of hysteresis on the cooling power and tempera-

ture span for different rejection temperatures [115]. The integration of this method

into 1D modeling would however incur large computational costs. A Preisach model

would need to, stored in the memory for each AMR node. Secondly, each material

would need detailed magnetization and specific heat measurements to fit the Preisach

model.

We have therefore chosen to develop a new approach that uses the HC thermal

pathway. The approach uses the material data obtained in Chapter 2 and allows

for continuous magnetic field change. The new approach is integrated into the 1D

system model described in Chapter 3. The multi-layering modeling outcomes using

this approach are compared to the experimental results from Chapter 4.

5.3 Methods

5.3.1 Dead Volume and Casing Losses

In Chapter 3 we have outlined the methods of integrating dead volume sections and

casing losses into a 1D simulation. These methods are used to take into account

the dead volume sections in the silicon experiments. The casing losses in all the

silicon simulations are set to the (grad) assumption. In Fig. 5.1 a description of the

regenerator housing assembly is presented based on the experiments in Chapter 4.
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Figure 5.1: A sketch of the silicon configuration.

In Table 4.3 the materials used as regenerator 1 (AMR-1) and regenerator 2 (AMR-

2) are listed. The porosity of the beds is calculate based on a material density of 6100

kg/m3 and are found in Tab. 4.1. The lead spheres used in the R1 configuration are

constructed from 23g of 300 um spheres leading to 23 mm.

5.3.2 Regenerator Closure Relationships Packed Bed

The closure relationships used in Chapter 3 are used for the lead sphere regenera-

tor section. The thermo-hydraulic properties of the epoxy fixed crushed particulate

regenerators differ from the spheres. The interstitial heat transfer coefficient used

for these beds is based on the Nusselt value from Wakao et al. [79] and using the

degrading factor by Engelbrecht [80].

The effective static conductivity and effective dynamic conductivity for the bed

are the same correlations used as for the spheres. According to Kaviany these corre-

lations are valid for the porosity range of the silicon beds. The effective heat transfer

coefficient corrected for internal conduction [80] according to [116] provides a good

approximation for these type of beds. The heat transfer from the particulate to the

casing wall is assumed equal to spherical particles [79].

The pressure drop measurements of the beds are used for the viscous dissipation

term. The pressure drop measured during the experiment is due to the sum of the

pressure drop components analogous to a resistor network. In Eq. 5.1 the system

pressure is divided into three different components.
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∆pexp = ∆pbl + ∆pls + ∆pr (5.1)

where ∆pexp is the total pressure drop in the system measured during the experiment,

∆pbl is the base line pressure drop of the system, ∆pls is the pressure drop if the lead

spheres passive regenerator and lastly, ∆pr is the pressure drop from the packed bed

regenerator.

The pressure drop of the regenerator is unknown, the other two components are

measured and calculated. The baseline pressure drop of the system is measured by

filling the regenerator housing with glass spheres and running the device at the same

operating conditions as the experiments. The baseline pressure drop for the system

is measured at 2.1±0.2 psi. The pressure drop in the lead spheres is calculated using

Ergun’s pressure drop for packed lead spheres. Slight variations in fluid temperature

during the experiment produce the variation in the calculated pressure drop of lead

spheres.

In Tab 5.1 the pressure drop for each of the bed experiments are listed. The

value is calculated by taking the average and the maximum and minimum value for

all the experimental points. The regenerator pressure drop is calculated subtracting

the baseline pressure drop and, in the case of the R1 configuration, subtracting the

pressure drop component of the lead spheres .
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Table 5.1: The average measured experimental pressure drop and ambient temper-
ature found at the determined steady state points. The pressure drop of the lead
spheres is determined from Ergun’s equation. The regenerator pressure drop is the
pressure drop due to two regenerators; this value is used to correct for viscous dissi-
pation.

∆p (psi)

∆pexp ∆pls ∆pr Lr (mm) Tamb (◦C)

R1 17.6± 3.0 10.3± 1.4 5.2 22.5 19.8± 1.3

R2 16.8± 9.9 14.7 45 20.3± 1.7

R3 25.9± 8.14 23.8 45 20.3± 1.4

R4 10.3± 5.1 8.2 42 20.5± 1.1

R5 13.3± 3.2 11.2 45 20.3± 1.5

R6 39.6± 7.6 37.5 42 19.5± 0.8

The pressure drop is changing in each experiment. It cannot be considered that

the pressure on the first layer remains the same. We therefore distribute the pressure

drop term across both regenerators in the simulation. The viscous dissipation term

for the regenerator sections is implemented using the following equation:

∂p

∂z
=

∆pr · 6894.76

2 · Lreg
πf sin(t2πf) (5.2)

where ∆pr is the pressure drop of two regenerators in the system measured during the

experiment and Lr is the total length of both regenerators in the housing assembly.

The pressure drop is converted from psi to SI unit Pa using a multiplication of 6894.76

(Pa/psi).

Lastly, the ambient temperature of the lab varies with each experiment. A cor-

rection of the gross cooling power is required as stated in Chapter 3. In Tab. 5.1 the

experimental values are listed. The ambient temperature for the simulations is set to

the average configuration temperature listed in Tab. 5.1. Only a small variation in

temperature span is expected from ± 1.5 ◦C variation in ambient temperature.
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5.3.3 Material Properties

In Chapter 2 the magnetization and specific heat of the silicon materials is obtained for

a heating and cooling direction of the material, thereby characterizing the hysteresis

of the sample. The entropy of the materials is calculated from the heating and the

cooling direction integrating Eq. 5.3 and Eq. 5.4.

dshe =
cµ0H
T

∣∣∣
he
dT +

(
∂M

∂T

)
µ0H

∣∣∣∣∣
he

dµ0Hint (5.3)

dsco =
cµ0H
T

∣∣∣
co
dT +

(
∂M

∂T

)
µ0H

∣∣∣∣∣
co

dµ0Hint (5.4)

A anhysteretic component of the material can be defined using Eq. 5.5.

san (µ0H,T ) = she (µ0H,T ) · αch + sco (µ0H,T ) · (1− αch) (5.5)

The αch parameter weights the heating versus the cooling component. This results

in the fact that several options are available which are listed in Tab 5.2.

Table 5.2: Material Properties Selection Parameter

αch Operation

0 Cooling Material properties only

1 Heating Material properties only

0.5 Averaging Heating and Cooling properties

Similar, the anhysteretic magnetization per unit mass of the material are found

using Eq. 5.6

Man (µ0H,T ) = Mhe (µ0H,T ) · αch +Mco (µ0H,T ) · (1− αch) (5.6)

The MCE in the numerical model is integrated using the energy production term



104

Q′MCE = −ρrArh (1− ε)
(
Tr

[
∂san
∂µ0H

∣∣∣∣
Tr

∂µ0H

∂t

])
(5.7)

with the specific heat found from the anhysteretic component of the entropy curve.

cH = Tr

(∣∣∣∣∂san∂T

∣∣∣∣)
µ0H

(5.8)

In Fig. 5.2 the adiabatic temperature of the M1 silicon material is calculated

based on four thermal paths: The heating low field to heating high field (HH), the

cooling low field to cooling high field (CC), the heating low field to cooling high field

(HC), and based on the low field to high field anhysteretic entropy curves (AVE).

The HH and CC thermal paths represent the adiabatic temperature change if only

heating data or cooling data are selected, respectively. The AVE is the result of the

average of the heating and cooling data.

The HC curve is considered the reversible component of the material during the

magnetocaloric cycle. Therefore, the AVE thermal path is reduced with a reduction

factor, ηm, to match the HC thermal path. For the AVE to match the HC curve the

AVE thermal path needs to be reduced with ηm=0.55.
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Figure 5.2: The calculated adiabatic temperature based on the thermal paths; heating
low field to heating high field (HH), the cooling low field to cooling high field (CC),
the heating low field to cooling high field (HC), the anhysteretic entropy curves (AVE)
and the anhysteretic curve reduced with 0.55 (AVE-55).
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In the simulation the reduction factor is integrated in the MCE term using Eq.

5.9.

Q′MCE,m = Q′MCE · ηm (5.9)

5.3.4 Multiple Points of Equilibrium

Figure 5.3: Schematic of the interpolation function.

Multiple points of equilibrium (MPE) show up in systems with significant heat leak

losses and using materials with sharp changing material properties [111]. These MPE

cause two stable operating points at a single cooling power and hot side tempera-

ture setting. Fig. 5.3 shows the cooling power curve versus temperature span at

a single hot side temperature. When the cooling power is positive the temperature

span increases. Whereas, when the cooling power is negative the temperature span

decreases.

The UP steady state point is the steady state point found starting from the

high temperature span. The DOWN steady state point is the steady state point

starting from zero temperature span. From the work of Niknia et al., it is shown that

experimental points can be forced into one position by the experimental method.

When the cold heat exchanger is first cooled below the UP steady state point,

the experiment will settle at this UP steady state point. The DOWN steady state

point is found when the cold heat exchanger is brought up to the temperature of

the hot heat exchanger. The temperature span will then develop to settle at the



106

DOWN steady state point. The experiments in Chapter 4 are performed using the

latter experimental method; therefore, the DOWN steady state points are found in

the experiments. An interpolation function is written to find the UP and DOWN

points from the simulation data 1.

5.4 Single Layer Results

In the single layer results we explain the impact of material data on the simulation

outcomes. No multiple points of equilibrium are found for the single layer results

for the zero and 2 W cooling curves. In Fig. 5.4 the temperature span results for

αch=0 and 1 are given. These results correspond to using only the cooling or heating

material data respectively.
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Figure 5.4: The temperature span modeling the regenerator with dead volume sec-
tions. Using αch = 0 and αch = 1.

Both the heating and cooling material data result in an over-prediction of the

temperature span results. The cooling data is shifted left of the heating data, as is

to be expected. The spread between the heating and cooling data is much larger

than the hysteresis measured in the material. The shift between cooling and heating

1https://github.com/TheoChristiaanse/AMRmodel/tree/master/MPE

https://github.com/TheoChristiaanse/AMRmodel/tree/master/MPE
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the zero watt cooling curve is at some points five degrees Celsius. At lower rejection

temperatures, the heating data provides the closest results to the experimental data.

However, when going to higher rejection temperatures they move away from the

experimental data points.

In Fig. 5.5 the results for αch=0.5 are plotted. These are the simulation results

obtained using the average of heating and cooling material data. Similar to the

heating and cooling data the temperature span results over-predict the experimental

result at higher rejection temperatures. At lower rejection temperatures, the results

approach the experimental results.
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Figure 5.5: The temperature span modeling the regenerator with dead volume sec-
tions. Using αch = 0.5.

If we consider that for the HC curve to represent the reversible component of the

silicon material, a reduction factor, ηm, is introduced to reduce the AVE thermal path

to the HC thermal path. In the case of the M1 material this reduction factor is 0.55 of

the AVE curve. In Fig. 5.6 the results of the simulation including reduction factor are

presented. Indeed a lower temperature span is obtained for the R1 configuration. The

reduced curve provides a better fit of the experimental data than using the averaged

values. The improvement is most substantial at the higher rejection temperatures.
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Figure 5.6: Temperature span modeling results of the regenerator with dead volume
sections. Using αch = 0.5 with and without (R) reduced QMCE.

For the single layer, the results of the simulation of the reduced curve with aver-

aged material data properties yields the best results of the simulations ran.

5.5 Multi Layer Results

Since the reduction factor yielded the best results we modeled the layering configu-

rations using this method. In Tab. 5.3 we have listed the reduction factors for each

material. The temperature span results of the modeling are found in Fig. 5.7.

Table 5.3: Set of reduction factors extracted for each material used in the multilay-
ering experiments.

Material ηm

M1 0.55
M2 0.77
M3 0.73
M4 0.75
M5 0.72
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Figure 5.7: The temperature span modeling results for DOWN and UP points for the
layering study in Chapter 4

In the R1 we found good matching results with the experimental results. The 2

W curve of the model and experimental results match well. For the zero Watt curve

we found that there is a over-prediction of 2.8 ◦C on the experimental temperature
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span. The region in which the modeling results over-predict the experimental results

matches with the high end of the active region of the M1 material. Looking at R2 and

R3, this trend is continued. The R2 and R3 modeling results match the experimental

results closely. However, is over-predicting the higher end of the active region of the

M2 and M3 materials.

In configurations R4-5-6 we find MPE at the lower end of the rejection temper-

atures. This is where the M4-M5 materials are. These materials have much steeper

material property changes than the M1-2-3 materials. These sharp changing material

properties have shown to produce these MPE [111]. In Fig. 5.7 for most of the lower

rejection temperatures only the UP points are displayed because the DOWN points

result in a negative temperature span. The model is also not able to Chapter the de-

tails at these lower rejection temperatures. The experimental result is found between

the UP and DOWN temperature span points found by the model. In the R4 and R6

case we found that the zero Watt UP temperature span curve beyond the transition

temperature of the M4 material meets up again with the DOWN temperature span

curve.

5.6 Discussion

An issue with shifting the material’s properties, when it comes to the material samples

we have measured, is that there seems to be a large variation in material properties

even for small changes in transition temperature [20]. Therefore, each material was

measured for its magnetization and specific heat properties. The integration of the

material properties was achieved by using average properties for specific heat and

magnetization while decreasing the MCE energy term to coincide with the HC thermal

path. This is successfully applied to the regenerator composed of the M1 material and

good matching results are found for the 2 W net applied cooling power temperature

span curve. The zero Watt results, however, over-predict the experimental results

at the high end of the active region of the material. The zero Watt curve is more
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susceptible to casing heat leaks than the 2 W curves.

We found that in the R1-2-3 configurations the MPE are avoided in the simulation;

however, in the R4-5-6 we found MPE in the lower layer of the regenerator, all of

which use the M4-5 materials. These materials have a sharp narrow peak compared

to the M1-2-3 materials. This narrow peak has been shown to produce these MPE in

the measurements.

Since we did cooling curve experiments, we do not expect to find UP steady state

points in the experiments. The modeling results point out that at lower rejection

temperatures MPE might exist for R4-R5-R6 configuration. These simulation results

show that MPE are able to exist in layering configurations. This is to be avoided.

R1-2-3 indicate that these materials with the closer Curie temperature spacing result

do not encounter these MPE. Close spacing might be a solution for these MPE in

some systems and these results could be explored further.

The heat leak system model is validated around room temperature. The model

shows good trend in around these room temperature conditions. However, at lower

rejection temperatures below 20 ◦C the predictions of the model move away from

the experimental results. This indicates that the heat leak model should be revised

for these lower rejection temperatures. A 2D conduction model of the outer system

components could be implemented to improve the heat leaks through the casing. To

validate the model in this region of lower rejection temperatures, experiments could

be performed with a SOM that has a lower Curie temperature.

Through the different bed configurations and experiments we found a large vari-

ation in pressure drop. The pressure drop is changing in the beds. When the R6

beds are tested, the M2 and M4 material beds are used. These beds are reused from

R2 and R4 configurations and show a the highest pressure drop. This indicates that

the beds degrade during the experimentation, in storage, assembly and disassembly.

The pressure drop in the experiments increases as the beds are used more. This

degradation process could cause channeling of the fluid through matrix structure im-

pacting the heat transfer and effective conduction properties of the material. A post
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calculation of the weight of bed showed that on average 1 g of material is lost during

experimentation of each bed.

The implementation of the experimental pressure drop provided an improvement

in the trend. In Fig. 5.8 we have plotted the simulation results using the experimental

pressure drop and using a modified version of Ergun’s equation. Lei et al. measured

that similar packed beds, based on irregular particles, produce a pressure drop 2.8x

higher than expected using Ergun’s equation at equivalent porosity. In the R1 bed

we found that in comparison between 2.8x Ergun’s and experimental pressure drop,

little variation is found. However, in the R3 configuration for example, there is an

improvement in the trend. This indicates that the pressure drop in the M3 material

is much higher than in M1 beds or that the M1 beds have started degrading in such

a way that the pressure drop is increasing.
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Figure 5.8: A comparison between using a modified version of Ergun’s equation for the
pressure drop or the experimental pressure drop to determine the viscous dissipation
term.

To analyze the structure in further detail a scanning electron microscope is used

to find close up images of the regenerator.
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(a) Image taken of the internal re-
gion of the regenerator.

(b) Close up of a single particle in
the regenerator

Figure 5.9: SEM images taken from the packed bed regenerators.

The SEM images in Fig. 5.9 (a), show that the particles are closely packed but

are themselves quite porous. The close up image of a single particle in Fig. 5.9

(b) shows the crystalline structures of the silicon material but also gaps within the

particle. Using the porosity of the regenerator, Ergun’s equation results in a pressure

drop which is a third of the measured pressure drop for the R1 configuration. The

high porosity and high pressure drop compared to spheres could be due to the close

packing of the rough porous particulate seen in Fig. 5.9 (a). The high porosity is

due to the porous irregular shaped particles, and the high pressure drop is due to a

smaller than expected flow channel.

The degradation of the beds might result in impacting the effective heat transfer

or the available surface area per unit volume. A set of simulations is done where the

interstitial heat transfer coefficient is multiplied by 50 %. A comparison between the

results is shown in Fig. 5.10.
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Figure 5.10: A comparison between using the relationship of using in chapter 3 and
reducing the effective interstitial heat transfer coefficient with 50 %.

The results in Fig. 5.10 show that the higher temperature span around the active

region of the material is lowered. In future research, the characterization of the bed

structure closure relationships is important.

These packed structures are cheap to produce compared to other structures; how-

ever, they seem to have issues with breaking down and varying thermo-hydraulic

properties [116]. Improvements have been made in the past by varying epoxy con-

tent, and the beds are stable, in so far no large particulate is found in the device after

use. Mn-Fe-Si-P volume change due to the phase change results in additional strain

in the packed bed. A rigorous analysis is required to determine the passive charac-

teristics of these regenerator structures over a longer use period. By using passive

characterization, the static conduction, pressure drop term, interstitial heat transfer

and wall heat transfer coefficient can be derived under use case conditions [14].

5.7 Conclusion

Layering experimental results are modeled using a 1D system model approach. An

integration of material properties is proposed that allows for continuous changing

magnetic field properties. In the single layer regenerator results, this method yields

significantly improved trends over the use of average material properties.
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In the discussion the impact of using a fixed pressure drop correlation and the

experimental pressure drop is compared. For the R1 configuration, there is little

variation between the determined temperature span results. For the R3 configuration,

we see a large drop in performance when using the experimental pressure drop. This

indicates that the beds might be degrading inducing a higher pressure drop than

expected.

To explore this point further the interstitial heat transfer coefficient is modeled

using Wakao corrected with the degrading factor, and a 50 % reduced version of

the same correlation. When using the original correlations, we found for R1 and R2

that the temperature span is over-predicted around the active region of the materi-

als. Reducing the interstitial heat transfer coefficient improve the simulation results

providing a better match for R1-2-3, between experimental and simulation results.

Due to limited time, we are unable to present the results further however, these will

be included in a future publication. However, at lower rejection temperatures, the

details of the experiments are not captured in the simulation. In the R3-4-5 we also

encounter multiple points of equilibrium. The experimental points fall between UP

and DOWN steady state points. This is due to a combination of sharp changing ma-

terial properties and heat leaks within the experimental setup. The M1-2-3 materials,

which have a less sharp phase transition than the M4-5 material, avoid the MPE in

this system. These modeling results show that MPE can exist in layering configura-

tions when materials are spaced in with large transition temperature spacing. The

details for these lower rejection temperatures could be either in the simulation or

experimental methods. The loss model from Chapter 3 is not validated for these

rejection temperatures; therefore, this could be the cause.

The modeling of the crushed particulate packed beds can be improved by accu-

rately determining the passive characteristic of the porous matrix during real use.

The degrading of the beds is suspected to be due to the cycling of the beds in the

apparatus and handling of the beds outside of the experiment.
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Chapter 6

Conclusion and Recommendations

6.1 Summary

In Chapter 2, six samples of a Mn-Fe-Si-P magnetocaloric material are characterized

based on the specific heat and magnetization properties. The entropy diagram is

constructed based on these material properties and the adiabatic temperature change

is found using several different path ways. Using a toy model of the Mn-Fe-Si-P

material system the sensitivities of the material data are explored to find the impact

on the calculated adiabatic temperature change according to the four thermal paths.

The HC thermal pathway provides an adiabatic temperature change curve, which is

the closest to the cyclic temperature change measured on the sample. This cyclic

temperature change is considered to be the reversible component of the Mn-Fe-Si-P

during a magnetocaloric Brayton cycle [112, 59].

In Chapter 3, a 1D system model was developed specifically to analyse regenera-

tors and the impacts of large dead volumes. The 1D model is written in Python, an

open source programming language, and has been made publicly available to continue

development. Two casing loss boundary condition assumptions are tested; the tem-

perature at the outer casing is assumed to be a fixed value along the entire domain, or

a temperature gradient is assumed using hot and cold fluid boundary conditions. To

validate the system model, experiments are performed with Gd for rejection temper-
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atures around room temperature. The inclusion of dead volume sections in the model

shows improvement for a wide range of different regenerator configurations. The cas-

ing losses impact the zero Watt cooling power; however, they have little impact on

the higher cooling power temperature span results.

Chapter 4 describes experimental results obtained using five Mn-Fe-Si-P materials

in six different layering configurations. The layering configurations vary the material

composition of the regenerator beds and are characterized by their transition temper-

ature spacing. The temperature span is found for different hot side temperatures and

cooling power. It is found that using materials that have close transition temperature

spacing can improve the temperature span. Properly layering material properties can

improve the system performance even when materials with a lower RCPs are used in

the combination. When the same material is combined with a higher RCPs material

and further transition temperature spacing, it produces a lower temperature span

compared to a lower RCPs material and closer spacing.

Finally in Chapter 5 a numerical study is performed with the obtained material

properties, using the 1D system model comparing the modeling outcomes to the

experimental results obtained. The material properties are integrated using either

the heating data, cooling data, or an average of both heating and cooling data.

For the single bed configuration, the simulation based on heating, cooling, and

average data, over-predict the temperature span results. A reduction factor is in-

troduced to reduce the averaged material data to fit the results of the HC thermal

pathway. This reduction factor improves the temperature span to closely match the

trend of the experimentally measured results for the R1 configuration. This agrees

with recent work of Govindappa et al. who use a step field change 1D simulation

[117]. The modeled temperature span does still over-predict the experimental results

for rejection temperatures around room temperature. For rejection temperatures be-

low room temperature the model is not able to capture the details of the experimental

data. This is likely due to the heat leak model that was only tested around room

temperature. It was found that the pressure drop and interstitial heat transfer term
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have a large impact on the modeled trends.

6.2 Recommendations

Several factors could be improved in this work. The measured material properties in

this work are a distinguishing factor among FOM modeling studies. The devices to

obtain infield specific heat and magnetization data are costly and the measurements

take considerable amount of time. The detailed measurements of the magnetization

and specific heat add value in detailed modeling approaches. Variations in the mate-

rial data are found with small changes in transition temperature. And a recent study

shows the impact on performance, of varying the width of the determined entropy

change and specific heat can be significant [45]. The potential of Mn-Fe-Si-P material

is reduced due to the hysteresis, which can be reduced by selecting the right atomic

ratios and the production method. In Fig. 6.1 lab samples are compared to samples

from the pre-industrial process used in this study. As can be seen, the published lab

material data has a much larger entropy change than the samples used in this study.
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Figure 6.1: The HC entropy of the silicon materials compared to two samples pub-
lished by Dung [15].

The regenerator design of these materials could also be improved. High effec-
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tiveness and low pressure drop are essential for the production of high efficiency

magnetocaloric heat pumps [52]. These beds showed a high variability in pressure

drop. In the R1 bed the pressure drop is 5.2 psi, while in the R6 bed the pressure

drop was 37.5 psi for two regenerator layers. The difference in pressure drop could

be due to improper handling of the beds.

A recent study showed that an epoxy fixed packed bed regenerator structure

showed variable porosity throughout the bed and cracks in the material [118]. We

also found, with the use of SEM imaging, that the materials have irregular shapes

and are themselves porous. A possible solution is cold pressing the material into

small tubes, which would prevent breaking of the material and increase density of

the material in the regenerator [119]. These tubes could be aligned or staggered

into micro structures to provide a high effectiveness and lower pressure drop. This

would also prevent further degradation of the regenerator. The degradation of the

regenerator has been seen in this work and in the work of [102], where beds that use

a low epoxy content break after numerous cycling.

The 1D model of the PM1 system should be further developed. While the model

is able to capture the details of the Gd experiments well for conditions around room

temperature, the experiments with Mn-Fe-Si-P are taken at lower rejection tempera-

tures, where the loss model is not validated. Little Mn-Fe-Si-P material was available

for the experimental work leading to low cooling powers. These are susceptible to

the heat leaks in the system, which make it difficult to validate the model without a

rigorous analysis into these heat leaks. Experiments could aid in the validation of the

model. The use of magnetocaloric material GdY, which can be found to lower Gd’s

transition temperature to 10 ◦C, could be optimal for these experiments. Similar

to Gd, the GdY has a predictable second order transition that can be modeled by

shifting the Gd material data [33].

The experimental method is improved to be consistent and use a protocol to

determine the steady state of each point. Several data points can be taken during

a single day operating the device by automatically stepping the hot side rejection
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temperature. During experimentation, the transient behaviour of the temperature

span is monitored. This state of the device is determined by the experimental settings

and the ambient lab conditions. We found that the ambient temperature in the lab

varies continuously in the lab. Small variation in the ambient temperature lead to

small varying temperature span during the experiments. Thus, the experiments can

further be improved on by constructing a climate chamber that maintains a single

ambient temperature.

6.3 Conclusion

In conclusion the use of Mn-Fe-Si-P materials can be improved by focusing on; im-

proving the purity and density of the samples from the industrial production process.

Layering has shown to improve the performance of Mn-Fe-SI-P materials in a re-

generator. The regenerator structures can be improved by ensuring stable matrix

structures. By shaping the materials into effective regenerator shapes, the interstitial

heat transfer and pressure drop is improved. The durability is important to provide

long lasting and easy to handle regenerators beds. A model which captures the loss

mechanisms of the system can be used for optimization of the layered structures. We

have shown that system losses can significantly impact the performance of materials in

the AMR system for packed Gd spheres. The use of experimentally determined pres-

sure drop improves the Mn-Fe-Si-P modeling outcomes. Therefore, more research is

needed to determine the crushed particulate packed bed structure’s thermo-hydraulic

properties.
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Appendix A

Experimental Literature Table

A literature review of the experimental layering studies is done before the experi-

mental study of the FOM’s. Type of materials, number of layers, Curie temperature

spacing, and performance are highlighted. In Tab. A.1 experimental data of layering

experiments based on chronological order, grouped by second and first order materials

are shown. Several layering experiments might have been performed in the reference

but listed are the results from the best performing layering. The material system and

Curie temperatures are listed as reported in the paper. The transition temperature of

the materials is based on the reported Curie temperature, or based on the adiabatic

temperature peak temperature (indicated by ∆T ). The number of beds and mass of

each bed is listed. The weight is based on an average weight between all regenerators

constructed. The applied field of the apparatus greatly influences the performance,

therefore it is listed. The maximum temperature span (Tspan) is reported for this

layering and if zero span cooling power (Qc) is reported this is also listed. The ma-

terials are active around their transition temperature. If the temperature span does

not cover all material transition temperatures the layering is not optimal. These

inactive layers take up precious magnetic volume and could be replaced with other

materials. If the temperature span reported span all the transition temperatures, a

(+) is set under Covers (Cov.). If the temperature span does not cover all transition

temperatures, a (-) is set. The current work (c.w.) is listed as the last entry.
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Table A.1: Experimental literature review of layered magnetocaloric regenerators.

Ref. Materials Tran.

temp. (K)

- Reg. Num.(-) x Mass (g) Apl. B (T) Tspan (K) Cov. Qc (W)

Second Order Materials

[23] Gd, Tb 293, 235 - 1x500 0-7 24 - -

[24] Gd, Gd.74Tb.26 293, 278 - 2x90 0-2 19.5 + -

[25] Gd, Gd.74Tb.26,

Gd.85Er.15

293, 278,

265

- 2x135 0-2 50 + -

[107] Gd, Gd.94Er.06 291, 280 - - 0-1.5T 25 + -

[27] Gd.89Dy.11,

Gd.87Dy.13,

Gd.84Dy.16,

Gd.92Y.08

283.5,

280.5,

277.5,

278.5

∆T 4x250 0-0.77 7.5 + 60

[26] Gd, Gd.85Er.15 293, 265 - 2x 68 0-5 59 + 1.94

[97] Gd1−xYx 291, 287,

282.5, 272

- 11x155 0-1.13 20 + 140

[98] Gd.985Y.015,

Gd.95Y.5, Gd.9Ho.1

290, 283.5,

277.5

- 1x100 0-1.1 40 + -

[33] Gd1−xYx 291, 277 - 2x250 0.06-1.45 24.5 + -
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Ref. Materials Tran.

temp. (K)

- Reg. Num. (-) x Mass (g) Apl. B (T) Tspan (K) Cov. Qc (W)

[99] Gd1−xYx 291, 277 - 2x225 0.06-1.45 40 + -

First Order Materials

[103] La(Fe,Co, Si)13 286, 289 - 1x71.3 0-1.03 8.5 + -

[104] La(Fe,Co)13−xSix 280, 295 - - 0-1.45 16 + -

[100] (La,Ca, Sr)MnO3 273, 277 - 1x51.1 0-1.1 9.5 + -

[105] La(FeCoSi)13Bx 291, 279 ∆T 2x290 0-1.5 15.3 + -

[101] LaFeSiH 303.5,

306.2,

309.1,

311.6,

313.7, 316

- 4x380 0-1.44 17.7 + 3042

[28] La(Fe,Co)13−xSix 283, 288,

293, 298.5

- 1x150 0-0.8 10.5 - -

[31] LaFe13−x−yCoxSiy 308, 303,

296.8,

291.2

- 1x144 0-1.15 20 +

[29] La(Fe,Co)13−xSix 301, 294,

287, 280

- 2x358 0-1.45 15.6 - -
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Ref. Materials Tran.

temp. (K)

- Reg. Num. (-) x Mass (g) Apl. B (T) Tspan (K) Cov. Qc (W)

[30] LaFe13−x−yCoxSiy 286, 293 - 1x90 0-1.15 9 - -

[120] La(Fe,Mn, Si)13Hz 299.6 296 - 1x95 0-1.1 13.5 + -

[22] MnFeAs1−xPx 302.9,

299.2,

295.3,

291.2,

287.5,

282.8,

279.0,

275.0

- 2x158 0.09-1.47 32 + -

[102] La(Fe, Si,Mn)13Hy 299.2,

294.7,

290.6,

286.7,

284.5

- 5x24.6 0-1.1 20.9 + -

c. w. (MnFe)x(SiP) 294.6,

292.3

- 2x23.45 0.09-1.47 8 + -
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Appendix B

Discretization Method

In this appendix the discretization methods of the governing equations are reported.

The numerical methods are developed by Pantankar [121]. Moreover, the AMR nu-

merical methods described in the work of Engelbrecht [76] and Trevizoli [108] are

used to construct the numerical governing equations.

Fig. B.1 shows a sketch of the discretized 1D domain for solid and fluid along the

nodes. The 0 and N nodes are ghost nodes used to apply the Neumann and Dirichlet

boundary conditions as specified in Tab. 3.3 for the fluid and solid domain.

Figure B.1: Sketch of the numerical domain.

The time and space are discretized. The time is discretized for one cycle and the

space is discretized along the length of the domain.

∆z = L/(N − 1) (B.1)
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where ∆z is the control volume length, L is the total length of the domain and N is

the number of nodes

∆t =
1

f(nt+ 1)
(B.2)

where ∆t is the time step of the simulation, nt is the number of time nodes and f is

the frequency of the device.

To simplify the notation of the governing equations and boundary conditions both

fluid and solid temperature are non-dementionalized

yni =
T nf,i − Tcold
Thot − Tcold

(B.3)

rni =
T nr,i − Tcold
Thot − Tcold

(B.4)

where i is the spatial coordinate, n is the time coordinate in the cycle. yni is non-

dimentionalized temperature of the fluid and rni is the non-dimentionalized temper-

ature of the solid. T nr,i and T nf,i are the temperature of the solid and fluid for spatial

coordinate i and time step n. Thot is the hot side temperature, Tcold is the cold side

temperature.

The calculated matrix is stored in ycy,c for the fluid and rcy,c for the solid while

the previous cycle values are stored in the ycy,p for the fluid and rcy,p for the solid.

The terms of the governing equation are converted to symbols to improve ease of

programming of the numerical equations

Cn
f,i = ρfcfArh,iεi (B.5)

Cn
r,i = ρnr,icrArh,i (1− εi) (B.6)
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where

ρf = ρnf,iwo + ρn−1
f,i (1− wo) (B.7)

cf = cnf,iwo + cn−1
f,i (1− wo) (B.8)

cr = cnr,iwo + cn−1
r,i (1− wo) (B.9)

where Cn
f,i and Cn

r,i are the capacitance of the fluid and solid determined for each

node and timestep, Arh,i is the cross sectional area of the regenerator determined for

each node, εi is the porosity determined for each node, ρnr,i is the density of the fluid

and the solid determined for each node and timestep, ρf , cf and cr are fluid density,

fluid specific heat and solid specific heat determined for each node and timestep, and

wo is the timestep averaging factor which is set to 0.5. Similar for fluid conduction

coefficient and dynamic viscosity the values are averaged over the timestep.

µf = µnf,iwo + µn−1
f,i (1− wo) (B.10)

kf = knf,iwo + kn−1
f,i (1− wo) (B.11)

The timestep average values are used to calculate the closure relationship values.

F n
f,i = ṁncf (B.12)

Where F n
f,i is the mass transport term determined for each node and timestep and

ṁn is the mass flow determined for each timestep. For the conduction the east and

west node approach is taken as proposed by Patankar. In Fig. B.1 the location of

the west and east node with respect to the present node are indicated by w, p, e,

respectively.
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Kn
w,f,i =

1

∆z

(
0.5

kneff,f,i−1Arh,i−1εi−1

+
0.5

kneff,f,iArh,iεi

)−1

(B.13)

Kn
e,f,i =

1

∆z

(
0.5

kneff,f,iArh,iεi
+

0.5

kneff,f,i+1Arh,i+1εi+1

)−1

(B.14)

Where, Kn
w,f,i and Kn

e,f,i is the fluid conduction term for the west and east node

determined for each timestep at each node except nodes 0 and N, and kneff,f is the

effective conductivity of the fluid determined at each node and timestep. Similar for

the solid domain these can be determined.

Kn
w,r,i =

1

∆z

(
0.5

kneff,r,i−1Arh,i−1 (1− εi+1)
+

0.5

kneff,r,iArh,i (1− εi)

)−1

(B.15)

Kn
e,r,i =

1

∆z

(
0.5

kneff,r,iArh,i (1− εi+1)
+

0.5

kneff,r,i+1Arh,i+1 (1− εi+1)

)−1

(B.16)

where Kn
w,r,i and Kn

e,r,i is the solid conduction term for the west and east node deter-

mined for each timestep at each node except the dummy nodes 0 and N, and kneff,r

is the effective conductivity of the solid determined at each node and timestep. The

source terms for both fluid and solid domains are given by the following equations

Snp,i =

ṁn

ρf

∣∣∂p
∂z

∣∣n
i

(Thot − Tcold)
(B.17)

where Snp,i is the pressure drop loss term determined for each node and timestep, and∣∣∂p
∂z

∣∣n
i

is the pressure drop gradient determined at each node and timestep.

Lnf,i = Prh,iU
n
i (B.18)

where Lnf,i is the ambient interaction term determined for each node and timestep,

and Prh,i is the perimeter determined at each node, and Un
i is the global heat transfer



147

coefficient determined at each node and timestep.

Ωn
f,i = Ωn

r,i = Arh,iβih
n
e,i (B.19)

where Ωn
f,i and Ωn

r,i are the interstitial heat transfer term determined for each node

and timestep, and βi is the specific surface area per unit volume determined at each

node, and hne,i is the interstitial heat transfer coefficient determined at each node and

timestep.

Snmce,i = ρnr,iArh,i (1− εi)
T n−1
r,i

(
sni − sn−1

i

)
(Thot − Tcold) ∆t

(B.20)

where Snmce,i is the magnetocaloric energy term determined for each node and timestep,

and T n−1
r,i is the temperature determined at each node from the previous time step,

and sni and sn−1
i is the entropy determined at each node for the current and previous

timestep. Given the governing equations a general upwinding discretization is formu-

lated by integrating the terms with respect to time and node length. To implement

upwinding two equations are constructed for fluid and solid. Upwinding is taken into

account into the mass transfer term and the interstitial heat transfer term.

Ff >= 0

Cf
yni − yn−1

i

∆t
+

1

∆z

(
F n
f,iy

n
i − F n

f,i−1y
n
i−1

)
+

Kf,w

∆z

(
yni + yn−1

i

2
−
yni−1 + yn−1

i−1

2

)
+
Kf,e

∆z

(
yni + yn−1

i

2
−
yni+1 + yn−1

i+1

2

)
= Sp + Lf

(
yamb −

yni + yn−1
i

2

)
+ Ωf

(
rni + rn−1

i

2
−
yni + yn−1

i−1

2

)
(B.21)
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Ff < 0

Cf
yni − yn−1

i

∆t
+

1

∆z

(
F n
f,i+1y

n
i+1 − F n

f,iy
n
i

)
+

Kf,w

∆z

(
yni + yn−1

i

2
−
yni−1 + yn−1

i−1

2

)
+
Kf,e

∆z

(
yni + yn−1

i

2
−
yni+1 + yn−1

i+1

2

)
= Sp + Lf

(
yamb −

yni + yn−1
i

2

)
+ Ωf

(
rni + rn−1

i

2
−
yni + yn−1

i+1

2

)
(B.22)

For solid only upwinding needs to be taken into account in the interstitial heat

transfer term.

Ff >= 0

Cr
rni − rn−1

i

∆t
+
Kr,w

∆z

(
rni + rn−1

i

2
−
rni−1 + rn−1

i−1

2

)
+
Kr,e

∆z

(
rni + rn−1

i

2
−
rni+1 + rn−1

i+1

2

)
= SMCE + Ωr

(
yni + yni−1

2
− rni + rn−1

i

2

)
(B.23)

Ff < 0

Cs
rni − rn−1

i

∆t
+
Kr,w

∆z

(
rni + rn−1

i

2
−
rni−1 + rn−1

i−1

2

)
+
Kr,e

∆z

(
rni + rn−1

i

2
−
rni+1 + rn−1

i+1

2

)
= SMCE + Ωr

(
yni + yni+1

2
− rni + rn−1

i

2

)
(B.24)

These equations are reformulated into the form Eq. B.25 and Eq. B.26 through

which the tri-diagonal matrices are constructed.

afy
n
i−1 + bfy

n
i + cfy

n
i+1 = df (B.25)

arr
n
i−1 + brr

n
i + crr

n
i+1 = dr (B.26)
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For the upwind case referred to in Chapter 3 uses the following equations:

F n
f,i ≥ 0

af =−
F n
f,i−1

∆z
−
Kn
f,w,i

2∆z
+

Ωn
f,i

2
(B.27)

bf =
Cn
f,i

∆t
+
F n
f,i

∆z
+
Kn
f,w,i

2∆z
+
Kn
f,e,i

2∆z
+

Lnf,i
2

+
Ωn
f,i

2
(B.28)

cf =−
Kn
f,e,i

2∆z
(B.29)

df =yn−1
i−1

[
Kn
f,w,i

2∆z

]
+

yn−1
i

[
Cn
f,i

∆t
−
Kn
f,w,i

2∆z
−
Kn
f,e,i

2∆z
+

Lnf,i
2

]
+

yn−1
i−1

[
Kn
f,e,i

2∆z

]
+

yamb,i
[
Lnf,i
]

+ rni

[
Ωn
f,i

2

]
+ rn−1

i

[
Ωn
f,i

2

]
+ Snp,i (B.30)

F n
f,i < 0

af =−
Kn
f,w,i

2∆z
(B.31)

bf =
Cn
f,i

∆t
−
F n
f,i

∆z
+
Kn
f,w,i

2∆z
+
Kn
f,e,i

2∆z
+

Lnf,i
2

+
Ωn
f,i

2
(B.32)

cf =
F n
f,i+1

∆z
−
Kn
f,e,i

2∆z
+

Ωn
f,i

2
(B.33)

df =yn−1
i−1

[
Kn
f,w,i

2∆z

]
+

yn−1
i

[
Cn
f,i

∆t
−
Kn
f,w,i

2∆z
−
Kn
f,e,i

2∆z
−

Lnf,i
2

]
+

yn−1
i+1

[
Kn
f,e,i

2∆z

]
+

yamb,i
[
Lnf,i
]

+ rni

[
Ωn
f,i

2

]
+ rn−1

i

[
Ωn
f,i

2

]
+ Snp,i (B.34)

The upwind case discussed in Chapter 3 for solid the following equations are used:
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F n
f,i ≥

ar =−
Kn
r,w,i

2∆z
(B.35)

br =
Cn
r,i

∆t
+
Kn
r,w,i

2∆z
+
Kn
r,e,i

2∆z
+

Ωn
r,i

2
(B.36)

cr =−
Kn
r,e,i

2∆z
(B.37)

dr =rn−1
i−1

[
Kn
r,w,i

2∆z

]
+

rn−1
i

[
Cn
r,i

∆t
−
Kn
r,w,i

2∆z
−
Kn
r,e,i

2∆z
−

Ωn
r,i

2

]
+

rn−1
i+1

[
Kn
r,e,i

2∆z

]
+

yni

[
Ωn
r,i

2

]
+ yni+1

[
Ωn
r,i

2

]
+ SnMCE,i (B.38)

F n
f,i < 0

ar =−
Kn
r,w,i

2∆z
(B.39)

br =
Cn
r,i

∆t
+
Kn
r,w,i

2∆z
+
Kn
r,e,i

2∆z
+

Ωn
r,i

2
(B.40)

cr =−
Kn
r,e,i

2∆z
(B.41)

dr =rn−1
i−1

[
Kn
r,w,i

2∆z

]
+

rn−1
i

[
Cn
r,i

∆t
−
Kn
r,w,i

2∆z
−
Kn
r,e,i

2∆z
−

Ωn
s,i

2

]
+

rn−1
i+1

[
Kn
r,e,i

2∆z

]
+

yni

[
Ωn
r,i

2

]
+ yni+1

[
Ωn
r,i

2

]
+ SnMCE,i (B.42)

A generalized power law formulation is implemented to improves the speed of the

simulation.
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F n
f,i ≥ 0

∆w =max

0, 1− 0.1

∣∣∣∣∣F n
f,i−1

Kn
f,w,i

∣∣∣∣∣
5
 (B.43)

∆e =max

0, 1− 0.1

∣∣∣∣∣ F n
f,i

Kn
f,e,i

∣∣∣∣∣
5
 (B.44)

F n
f,i < 0

∆w =max

0, 1− 0.1

∣∣∣∣∣ F n
f,i

Kn
f,w,i

∣∣∣∣∣
5
 (B.45)

∆e =max

0, 1− 0.1

∣∣∣∣∣F n
f,i+1

Kn
f,e,i

∣∣∣∣∣
5
 (B.46)

(B.47)

The power law adaptations modify the conduction term as shown in Eq. B.48 and

Eq. B.49.

Kn
f,w,i =∆wK

n
f,w,i (B.48)

Kn
f,e,i =∆eK

n
f,e,i (B.49)

After constructing the tridiagonal matrices the boundary conditions are applied

using the following equations for fluid:
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F n
i ≥ 0

df,1 = df,1 − af,1 · [ycold = 0] (B.50)

bf,N−1 = bf,N−1 − cf,N−1 (B.51)

F n
i < 0

bf,1 = bf,1 − cf,1 (B.52)

df,N−1 = df,N−1 − af,N−1 · [yhot = 1] (B.53)

and solid:

br,1 = br,1 − cr,1 (B.54)

br,N−1 = br,N−1 − cr,N−1 (B.55)

The timestep is computed until the tolerance between the guess values and the

values is less than variable stepping tolerance δvar. The variable stepping tolerance

solves the entire cycle first at 1e−2, than goes down to 1e−3, until 1e−6 is reached.

It was found that using a coarser tolerance for the initial computed cycled improved

the speed of the simulation.

δvar > |yn − ynPrev.Guessed| AND δvar > |rn − rnPrev.Guessed| (B.56)

At the end of each cycle the first row of y and r are replaced with the last value

of the cycle.
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y0 = ynt (B.57)

r0 = rnt (B.58)

(B.59)

The cycle steady state is reached when the following condition is met.

1e− 6 > |ycy − ycy,Prev.Guessed| AND 1e− 6 > |ycy − ycy,Prev.Guessed| (B.60)

The gross cooling power is then computed using the following equation.

T nave =
T nf,1 + T n+1

f,1

2
(B.61)

Qgr = f
nt∑
n=0

cfṁ
n∆t (T nave − Tcold) (B.62)
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Appendix C

Purging Manual for PMMR 1

In this appendix a standardized protocol is outlined to remove all air bubbles from

the PM1 system. Purging the PM 1 of all air is important to ensure incompressible

flow. Below in Fig. C.1 is an image that outline the labeling scheme. Tab. C.1

outlines the steps to be taken. Values are to be opened or closed after which the flow

of the external pump system should be directed as indicated by the table.

Duration:

The first two steps (flush section) should take between 15 and 25 min. Then every

subsequent step should take 15 min (except for the purge stage which should be done

after several seconds).

The Purge Tool Step:

Connected to the pump are a number of valves and tubes. The middle part is removed

to connect to the PM1 device. By using this tool we prevent the issue of when

removing and reconnecting the tubes air getting into the system. Purging the tool is

important because between switch of the flow direction with the tool there is some

air in the tool. Keep the pump running and open up all the valves on the tool. Then

close the valves on the tool to get the appropriate flow direction.
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Meaning of “o”,“c” & “c(o)”:

In the table below “o” indicate that the valve should be opened and “c” indicates

that it should be closed. Going from 1→2 for the first time you open (f) and (e) to

get the air out of the tube, then (e) and (f) can be closed for the remaining duration

of the step. This is indicated by “c(o)”.

Comment on the Last Step:

During the last step over the cold hex you can really turn up the speed of the pump

without harming the material.

Table C.1: Steps to purge the PM1.

flow valve number

STEP from to A B C D E F G

1 2→1 o o o o c c c

2 purge tool

3 1→2 o o o o c(o) c(o) c

4 1→2 o c c o o o c

5 purge tool

6 2→1 o c c o o o c

7 2→3 c o o o c c o

8 purge tool

9 3→2 c o o o c c o

10 3→2 c c c o o o o

11 purge tool

12 2→3 c c c o o o o

Pressurize system

relieve R1, R2

Re-pressurize system
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Figure C.1: Naming convention of the PM1 valves.
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Appendix D

PM1 Adaptations

In this appendix the upgrades to the system are documented. Two aspect of the PM1

device are critically studied. First the device was analyzed to see if there are any new

places where the ambient heat interactions could be improved. The second was to

look into the steady state criteria and experimental procedure of the PM1 device.

D.1 Heat Leak Improvements PM1

An analysis of the PM1 was done to see if there are any places where heat leak

improvements could be made to the PM1 device. Fig. D.1 depicts a cut through

of the PM1 system. On the left are the cold heat exchangers and on the right are

the hot side heat exchangers. The inner flanges connect the regenerator to the outer

housing components. These flanges are made of aluminum which easily allows for heat

conduction between the lab and the regenerator. These aluminum inner flanges are

replaced with Ultem material. The Ultem improves the insulation of the regenerator

housing by increasing the thermal resistance.

The performance impact of the new flanges is determined by redoing the short

centre and cold side beds from Chapter 3. In Fig. D.2 (a) the result of the center

beds are plotted. The results shown for the 0 W results are limited to a range to

ambient temperatures of 20.5 ± 0.5 ◦C. In Fig. D.2 (b) the results of the cold side
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Figure D.1: Cut through of the PM1
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Figure D.2: A comparison between the steady state temperature span results with
the new and old flanges. (a) The center beds experimental temperature span steady
state points for Tamb = 20.5 ± 0.5 ◦C. (b) The cold beds experimental temperature
span steady state points for Tamb = 20.0± 0.5 ◦C.

beds are shown. The results for the 0 W and the 2.5 W are are limited to an ambient

temperature of 20.5± 0.5 ◦C.

The zero Watt curve results improve in temperature span with the new flanges.

On average a 2 K temperature span improvement is found. Similar for the 2.5 W

curve for rejection temperatures an increase in temperature span of 2 K is found. For

the cold side beds; however, no improvement is found on the temperature span.

By removing the thermal conductor of the inner magnet to the outer components

this magnet becomes a insulator of the center bed. However, the main leak of the

cold side bed is probably the cold heat exchanger which is still in contact.

D.2 New DAQ of the PM1

The PM1 system is build to stress test the performance of a regenerator at different

hot side temperatures. The protocol we developed is to measure the temperature

span created by the device at a set hot side temperature and cooling load. The hot

side temperature is set by using heat exchangers on the hot side of the device. These

are connected to a chiller to maintain a set hot side temperature. The cooling load is
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applied by adding an electric resistor pad to the cold heat exchanger. After fixing the

chiller setting and applying cooling load the system is set to run at a fixed frequency

and displaced volume. When the temperature span remains constant for a long period

of time the system is considered in steady state and these values are recorded.

The old procedure was to log the results by allowing the DAQ software to output

1000 rows of data, which represents about 10 seconds of running the device. The

various sensory data stored in the columns would be averaged and logged as the

steady state point values for the experimental set parameters.

The system is upgraded to do automatic recording of these files during the ex-

periment to capture the transients. Furthermore, a control component is added to

define a strict definition of what constitutes steady state in a lab where the ambient

temperature is constantly varying.

Several additional temperature sensors are installed to provide more details of the

adjacent system components. In Tab. D.1 comparisons of the features of the software

are listed.

The most important sensor that was added was the ambient temperature of the

lab. As will be discussed more extensively in Chapter 4 the small temperature vari-

ations in the lab impact the regenerator performance. By recording the temperature

in the lab at each acquired steady state point this can be more accounted for.

The new software records about eight seconds of data points every three minutes.

These eight seconds are approximately 1000 data points that are written into a file.

These files are later used to do a post analysis of the experimental data. The tempera-

ture span values are calculated by the software and monitored during the experiment.

These values are used to determine if the device has reached a steady state point. In

Eq. D.1 the rule is given to determine steady state

T nspan − T n−4
span


< SScriteria Steady state reached

≥ SScriteria Not steady state

(D.1)
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Table D.1: A comparison between the old and new software of the PM1 system.

Old Labview Sofware New Labview Software

Data
Recorded

Hot side temperature, Cold
side temperature, pressure sig-
nal, pressure drop, frequency

Hot side temperature, Cold
side temperature, pressure
signal, pressure drop, fre-
quency, Ambient Temperature,
chiller inlet flow temperature,
chiller outlet flow temperature,
Outer magnet shell temper-
ature, Outer cold side flange
temperature

Store Data Operator controlled Automatic recording every 3
minutes

Control Operator controlled Automatic chiller temperature
changes based using the SS-
criteria to determine steady
state

where T nspan is the averaged temperature span value at the nth measurement of the

experiment. The SScriteria is used to determine the amount of variation on the tem-

perature span that determines when the next hot side temperature can be set.

After the steady state criteria is reached the new DAQ software will record a last

point of the steady state and set a new chiller temperature. Before it starts checking

the steady state criteria it has to wait for 40 min. This allows for enough time for

the chiller to reach its temperature and the large thermal mass of the magnets which

is strongly dependent on the hot side temperature to settle to its steady state.

Post analysis of the measured data is done using an R script. 1 The R script does

all the averaging and outputs two files. A file that contains all the measured values

throughout the entire experiment and a file that contains just the steady state points.

1The R processing script can be found at: https://github.com/TheoChristiaanse/

ExperimentalSearchAndProcess

https://github.com/TheoChristiaanse/ExperimentalSearchAndProcess
https://github.com/TheoChristiaanse/ExperimentalSearchAndProcess
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Figure D.3: The temperature span development over several hours of running the
PM1 in the lab.

D.2.1 Sweeping Different Points Versus Long Settle

Sweeping the points is efficient; however, we need to determine the impact of this

intermediate state and letting the device settle for several hours. The cold side short

bed configuration from Chapter 3 is rebuilt in the PM1 device to look at the steady

state criteria.

In this section we compare steady state points found in the device in two ways.

First we take several hot side steady state points using hot side sweeping method

and steady state criteria as described in the previous section. Then several hot side

temperatures of the device will be fixed and the device will be run an entire day with

this single hot side temperature.

By allowing the device to run for many hours the device will operate in steady

state, responding only to the varying ambient temperature in the lab.

In Fig. D.3 we have plotted an example long run of the cold side beds at 24 ◦C

hot side and 0 W cooling power.

The temperature span is collapsed at the start of the experiment by turning up

the cooling power to 15 W. When the temperature span reaches zero the cooling

power is turned off. Then the temperature span develops. After two hours the

maximum temperature span is reached. The ambient temperature increases in the lab,
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Figure D.4: A comparison between sweeping and long run of the PM1 steady state-
points.

increasing the cooling load on the cold heat exchanger and reducing the temperature

span. The temperature span is continuously adapting to the ambient temperature

variation; however, during this time the device would be considered steady state since

the variation is small.

The rate of variation of the temperature span due to the changing ambient tem-

perature is 0.03 K/12 min. This value is the minimal value which can be set as the

automated steady state criteria if multiple points are to be done.

In Fig. D.3 we have compared the values obtained from the automated sweep and

the values that are found along this long run. The open markers are the values from

the automated sweep while the closed markers are taken from the long runs. Two hot

side temperatures at two different cooling powers are selected. To find corresponding

values from the long run to the automated sweep steady state points for some ambient

temperatures the values are extrapolated. A linear regression is made of the steady

state temperature span with respect to ambient temperature in the long run. This

fit is used to find the values of the 20 ◦C 0 W case.

The largest variation is found for the 24 ◦C 2.5 W measurement. The difference
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between the lowest value and the highest value is 1.7 K. However, when ambient

temperature is taken into account the temperature span variation between the meth-

ods is +0.7 K and -0.3 K. The steady state points taken with the sweep tend to

under-predict the temperature span compared to the values obtained from the long

run experimental data.
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