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Abstract

Despite presenting a vast opportunity as a renewable energy resource, ocean wave
energy has yet to gain commercial success due to the design space being divergent. To
facilitate convergence, this dissertation has proposed a method using the mechanical
circuit framework to transform a linear representation of any wave energy converter into
an equivalent single body absorber, or canonical form, through the systematic application
of Thévenin’s theorem. Once the canonical form for a WEC has been established,
criteria originally derived to maximize power capture in single body absorbers is then
applied.

Through this process, a master-slave relationship was introduced that relates the
geometry and PTO parameters of a wave energy converter device to one another and
presents a new method to establish the best possible power capture in analytical form
based on dynamic response. This method has been applied to reprove the power capture
limits derived by Falnes and Korde for their point absorber devices, and proceeds to
introduce a new analytical power capture limit for the self-reacting point absorber
architecture, while concurrently establishing design criteria required to achieve the limit.
A new technology, the inerter, has been introduced as a means to implement the design
criteria.

The method has been further developed to establish the generic optimal phase control
conditions for complex WEC architectures. In doing so, generic equations have been
derived that describe how a geometry control feature set is used to satisfy the required
optimal phase criteria. Finally, this dissertation has demonstrated that applying this

method with a generic reactive force source enacting the geometry control establishes



iv
analytical optimal conditions on the force source to achieve optimal power capture. This

work revealed how the analytical equations defining the optimal force source reactance
derived in this dissertation for self-reacting point absorbers represents a tangible design
constraint prior to specifying how that constraint must be satisfied. As the force source is
generic and conceptual, substitution with a physical embodiment must adhere to this

constraint thus, steering technology innovation.
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1 Introduction

For a planet in peril, the transition of the global energy economy from fossil fuel to
renewable energy sources is often viewed as an imperative evolution for the long term
survival of mankind. Of the available renewable energy resources, ocean wave energy is
often perceived as the last untapped source [1]. Although the ocean is observed as a
harsh environmental resource to tame, there are several positive drivers for seeking a
means to harness wave energy. Three primary motivations are: 1) ocean waves are a
high-density energy resource with the global average being at least ten times more dense,
on a per unit area basis, than the average solar flux [2,3], 2) relative to alternative
renewable energy resources, the resource is highly predictable allowing for less
uncertainty in operating a stable energy network [4], and 3) in regions distant from the
equator, the wave energy density peaks in the winter season, complementing with the
solar and wind energy resources to, as a combined resource, satisfy local annual energy
demand [3]. Although there is a clear benefit of extracting energy from ocean waves,
commercial scale deployments of Wave Energy Converter (WEC) devices have yet to

gain traction.

1.1 Overview of the Economics of WEC Development

A primary factor in dissuading market investment in WEC development is the
relatively high Cost of Energy (CoE) in relation to alternative renewable sources [5].
Based on a recent report by the International Renewable Energy Agency?, the CoE of

WEC devices considered range from 0.33-0.63/kWh requiring a reduction by a factor of

! Kempener R., Neumann F., IRENA Ocean Energy Technology Brief 4, International
Renewable Energy Agency (IRENA), June 2014
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two to realize economic viability [6]. To realize reductions in CoE, efforts must focus on

promoting the convergence of designs with a strong predicted power producing potential,
while concurrently maturing supply chain logistics to reduce capital (CAPEX) and
operating (OPEX) expenditures. At present, advancement in power production of WEC
devices is challenging today as WEC development resides within a divergent design
space — numerous new WEC devices are regularly introduced proclaiming to represent
the future in WEC technology diluting collective progress. In recognition of this
paramount need to reduce CoE, Weber [7,8] introduced the Technology Performance

Level (TPL) versus Technology Readiness Level (TRL) matrix in Figure 1.
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Figure 1: Technology Readiness Level versus Technology Performance Level Matrix [7]
The intent of the matrix is to persuade a WEC developer to follow a trajectory for
which ideally TPL leads TRL (i.e. “Performance before Readiness” as observed in the
green curve of Figure 1a). This approach emphasizes early stage evaluation of WEC
performance via numerical modeling and experimental testing of scaled prototypes to
ensure performance levels are adequate for economic feasibility prior to investing in

maturing a technology for manufacture. Such a trajectory directly supports established
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systems engineering methodologies to minimize the probability of major design changes

late in a development program which will inherently undermine investment to generate
an economy of scale [9]. Following this trajectory requires establishing the best possible
TPL and the associated design constraints for achieving this maximum at an early stage
of a WEC development program. These design insights are invaluable at the early stages
to define a performance metric to compare WEC configurations. In Figure 1b, it is
curious to note Weber’s observation from a selection of WEC programs represented by
the blue dots, that WEC developers have a tendency to proceed along the opposite
trajectory (i.e. “Readiness before Performance”) [7]. As a metric, TPL is defined as the
ratio of currency per unit energy (e.g. $/kWh). Based on this definition, a project may
improve TPL by either reducing the CAPEX and OPEX cost and / or increasing the
energy conversion efficiency. This dissertation focuses on defining the conditions to

improve TPL through increasing the energy conversion efficiency.

1.2 Overview of the Ocean Wave Resource:

A vast resource of renewable energy exists due to ocean surface waves generated by
wind-wave interactions [10]. Characterizing this wave resource begins with measuring
surface elevation discretely as a function of time, defining a time series record.
Assuming the time series record can be approximated as a superposition of a set of linear
monochromatic surface waves, one can then apply the Discrete Fourier Transform (DFT)
to yield the amplitude and relative phase contributions of the individual monochromatic
surface waves superimposed to approximate the original wave elevation record in the
time domain. Once these monochromatic wave components are determined, the data is

typically represented as a histogram of the variance density spectrum, S(w), of the



monochromatic surface wave components as a function of frequency, while the phase

information is discarded. This histogram data is then fit to the empirical Pierson-

Moskowitz (PM) spectrum [10] to further simplify the data representation. Finally, over
the course of a longer time period (e.g. one year) the number of instances for which the
resource is represented by a particular PM spectrum is recorded, binned, and represented
by a 2D histogram known as a power spectral density plot. In this sense, the estimation
of the wave resource fundamentally assumes a superposition of planar surface waves and

thus, aligns well with frequency domain modelling of wave energy converter dynamics.

Alternatively, wind generated spectral models such as Simulating Waves Nearshore

(SWAN)? can also be utilized to develop wave resource predictions and ultimately the

free surface elevation profile. However, the same fundamental assumption of a

superposition of planar surface waves is also at the core of SWAN.
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Figure 2: Example Spectral Representation of the Wave Energy Resource at a Geographical Site®

1.3 WEC Classification

WECs come in all shapes and sizes and are thus capable of harnessing energy from the
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wave resource using a multitude of methods [11]. This occurs as, in its most fundamental

2 SWAN website, https://www.tudelft.nl/en/ceg/about-faculty/departments/hydraulic-

engineering/sections/environmental-fluid-mechanics/research/swan/, Accessed 20181213

3 Power spectral density plot obtained from, doi.org/10.1016/j.renene.2014.06.020
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form, wave energy capture is the result of deconstructive interference between the
incident and radiated wave fronts [12]. Therefore, any WEC device capable of realizing
a deconstructive interference regime has the capacity to capture energy from a wave. A
WEC realizes this through its own oscillatory motion generated via wave excitation. As
a result, there is a wide diversity of devices capable of achieving this requirement and a
classification scheme has been devised to define device classes based upon the operating
principle of the WEC [1]. These classes include: 1) attenuators — elongated floating
WEC with the dominant operating orientation parallel to the direction of the incident
wave, 2) terminators — elongated floating WEC with the dominant operating orientation
perpendicular to the direction of the incident wave, and 3) point absorber — WEC axis
symmetric about a vertical axis and capable of accepting wave fronts from any direction.
Although this classification scheme is based upon operating principle, many devices
across these classes may be represented by the same topology. For example, the bottom
mounted surging flap (i.e. attenuator) and the Single Body Point Absorber (SBPA) (i.e
point absorber) are ideally represented using the same topology (see Figure 3), but are

based on a different dynamic representation (e.g. translation versus rotation).
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Figure 3: Example of Two*® WEC Configurations of Different Classes Represented by the Same

Topology

In both of these WECs the energy captured by the Power-Take Off (PTO) is
maximized when resonance between the WEC and the hydrodynamic wave excitation
force is achieved. The application of the mechanical circuit framework introduced in this
dissertation provides a methodical process to determine these resonant conditions in
analytical form irrespective of WEC class, provided the goal of maximizing WEC power
capture is achieved at resonance. The resonant conditions are represented in analytical
form as a constraint equation relating the various design parameters. The analytical form
is critical as WEC developers may calculate general parameters from the constraint
equations without locking down the design. In essence, adhering to the analytical
constraint equations represent design insight to maximize power capture. To ensure the

constraint equations are satisfied, control systems must be implemented into a WEC

4CorPower™~https://www.renewableenergymagazine.com/ocean_energy/corpower-ocean-to-test-wave-
energy-converter-20160203, Accessed 2018-08-18

SOyster2 ™~http://www.renewableenergyfocus.com/view/9523/aguamarine-power-unveils-oyster-2-design/,
Accessed 2018-08-18
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device as discussed in Section 1.5. For the context of this dissertation, devices classified
as heaving point absorbers are only considered based on the availability of
experimentally validated data at the University of Victoria [13] used for performing the

ensuing analyses.

1.4 Frequency Domain Modelling of WEC Dynamics

Residing in a divergent design space, the challenge of an early stage WEC
development program is an awareness of the complex relationships between the various
WEC components and their influence on the WEC power capture performance.
Analytical methods of modelling WEC dynamics are consistent with the needs of an
early stage development process as they deliver families of analytical solutions relating
the power capture to the various WEC design parameters; however, they fall short in
terms of fidelity as they require a linear representation of the associated physics in order
to permit representation in the frequency domain. Alternatively, time domain models of
the WEC dynamics, offer the ability to describe more accurately the non-linear physical
effects in the time domain, but at the cost of evaluating the performance for a specific
configuration only. As an intermediary, non-linear frequency domain modelling
approaches have recently been considered for modeling WEC devices demonstrating
promising potential for assessing power production without the computational
requirements of time domain models [14]. In recognition of the need to explore a wide
possibility of WEC designs in a divergent design space, the convention in wave energy
conversion is to initially build a frequency domain model.

It is typical to represent the frequency domain dynamic equations of motion using

phasor notation [12]. This convention is based upon a series of specific assumptions on



the underlying WEC system. First, the WEC dynamics must be linear and represented
using a lumped parameter model with Linear Time-Invariant (LTI) coefficients yielding
an Ordinary Differential Equation (ODE) defining the motion of each body in the WEC
at each excitation frequency considered. Second, the WEC system must be experiencing
a linear sinusoidal external excitation force. Finally, the system must be asymptotically
stable. For such a system operating under steady-state conditions, the complete solution
describing the ensuing motion of each body is approximated by the particular solution of
the ODE, as the homogeneous solution will decay exponentially to zero in time. The
particular solution illustrates the steady-state oscillatory motion of each body at a single
wave excitation frequency. At each wave excitation frequency, each set of linear force
inputs results in motion of the corresponding bodies at the same frequency. Therefore,
frequency domain analysis underpins the study of WEC dynamics for which the state
variables are defined by each body’s amplitude and relative phase. Such a problem is
well-represented using complex phasors relating the forces in the system to the resulting
body velocities through a transfer function known as the mechanical impedance. The
benefit of applying this phasor / impedance method is the amplitude and phase
coefficients may be determined through mere algebraic manipulation rather than directly

solving the system ODEs.

1.4.1 Mechanical Impedance Representation of a Heaving Vibration System:

The mechanical impedance (Z) is a complex number representing a frequency domain

transfer function between a measured complex force amplitude (If) and the measured

difference in complex velocity amplitude (U, —U,) as detailed in (1) [15].
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F= Z(ul_uz) 1)

As a complex number, the impedance is constructed as a combination of a resistance
and a reactance term detailed in (2) with: i) R representing the mechanical resistance
coefficient defining the energy dissipation due to mechanical viscous damping over a
cycle; ii) X representing the mechanical reactance coefficient defining the temporary
energy storage over a cycle due to inertial effects. These bulk quantities are represented
by the four basic elements detailed below.

Z=R+iX 2

In a mechanical vibration system subject to the conditions in Section 1.4, there exist
four basic elements — masses, springs, dampers, and inerters [15,16] for which the
mathematical representation of the mechanical impedance of the first three can be found
in Bubbar et al. [17] (cf. Table 1), and the last in Bubbar and Buckham [18] (cf. Table 1)
included in the Appendices. As such, physical mechanical vibration systems that
comprise these four basic elements may be topologically represented as an
interconnection of these basic elements otherwise known as a mechanical circuit.

Once a mechanical vibration system is represented as a mechanical circuit, parallel and
series circuit transformations may be performed to simplify the circuit by combining the
impedances of these basic interconnected elements into an effective single impedance
element. When comparing electrical and mechanical circuits, it is important to note that
the through and across variable definitions are not analogous. In electrical circuits,
voltage is the potential variable and is represented as an “across” variable whereas

current is represented as the “through” variable. This contradicts with mechanical
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circuits as force is the potential variable that is represented as a “through” variable and

velocity is an “across” variable. These details are summarized in Table I.

Table I: Comparison of Through and Across Variable Representations for Electrical and Mechanical

Circuits
Domain: Across Variable: | Through Variable:
Electrical Voltage Current
Mechanical Velocity Force

This reciprocal relationship between the definitions of variables in each physical
domain leads to a reciprocal relationship with the parallel and series equivalent
impedance transformations in the mechanical domain as demonstrated in Figure 4 and

expressed in equations (3) and (4).

Parallel Equivalent

K
VAR e
N Circuit A
7 Ifg FT,,',,,, Simplification Z ﬁ”,“'_‘
2
lic ®
+ +
i, i,
Series Equivalent
R A A Circuit \
~ o ~ ) ~ _F;_ Simptl?;ilgrtian ~ F
) > 2 v 3 ' s
¥+ 0+ +
ﬁj ﬁz ﬁ'j ﬁj

Figure 4: Mechanical Circuit Representations of the Parallel and Series Equivalent Transformations
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=Y )
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n
Z,=Y Z, (4)
k=1
Equations governing the system dynamics may be generated through applying
Kirchhoff’s conservation laws when considering topological orientation: 1) Node Law —
sum of all forces into a velocity node is equal to zero, 2) Loop Law — sum of relative
velocities across elements in a closed loop is zero (cf. Figure 10.20 [15]). Finally,
equivalent circuit transformations may be applied to a mechanical circuit at the insertion
point of a mechanical load to transform the original circuit into an alternative equivalent
circuit. These circuits include Thévenin, Norton, T, and 7z circuits [15], and for the
context of this dissertation, the Thévenin equivalent circuit [19], represented as a force
source in parallel with an intrinsic mechanical impedance and mechanical load, is applied
to transform a complex WEC architecture into canonical form. The reciprocal
relationship between the through and across variables also leads to reciprocal
representation of the circuit topologies for the Thévenin and Norton equivalent circuits.
Figure 5 represents the process of generating a mechanical circuit for a: 1) Single Body

Point Absorber (SBPA) at the top, and 2) Self-Reacting Point Absorber (SRPA) at the

bottom.
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Figure 5: Pictorial Process of Generating a Mechanical Circuit from SBPA (top) and SRPA (bottom)

WEC Architectures

1.4.2 Overview of Linear Wave Hydrodynamics:

One of the challenges in offshore ocean engineering is modelling the fluid interaction
with large floating rigid bodies, as a complete non-linear hydrodynamic model requires
heavy computational resources. As such, a simplified model of the wave hydrodynamic
forces is often employed based on the assumption of potential flow combined with a
linearization of system boundary conditions [20,21]. When considering a monochromatic
planar surface wave as an input, this simplification of the wave hydrodynamics problem
IS approximated as a superposition of individual hydrodynamic force components on each
floating body evaluated under independent conditions. These hydrodynamic components

include the wave excitation force, the radiation force, the hydrostatic force, and the
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linearized drag force. The wave excitation force is decomposed into the diffraction and

the Froude-Krylov (FK) forces. The diffraction force is the force experienced on a body
fixed in space at its mean position by an incident wave field when that incident wave
field is scattered by the presence of that body. The FK force on the other hand is
determined under the same conditions except the body is transparent to the incident wave
field (i.e. the FK force is the sum of the pressure field at the fluid-WEC interface in the
absence of the WEC). Both components of the excitation force are related to the
amplitude and phase of the incident wave. Next, the radiation forces are the result of
water displacement in the vicinity of the moving bodies in the absence of an incident
wave field. The radiation forces are also decomposed into the radiation damping and
added mass forces [21]. The radiation damping force is the reaction force due to the
oscillatory motion of a body generating waves that propagate away from the body. The
added mass on the other hand is associated with oscillatory acceleration of water at the
free surface in close proximity to the body, and results in an inertial force [22]. The
hydrostatic force is the net force between gravity and the Archimedes buoyancy force.
For bodies with a constant surface piercing area oscillating under the small amplitude
approximation, the buoyancy force is linearly proportional to the instantaneous body
displacement. This proportionality constant is termed the buoyancy stiffness and is
treated as a constant across the frequency spectrum. The final hydrodynamic force
considered is linearized drag. Drag is typically described using the empirical Morison
equation that assumes a quadratic relationship between the body and fluid velocity. Such
a representation violates the linear description of resistive damping required for a

frequency domain model. Accordingly, the drag force must be linearized to fit a viscous
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damping representation [23]. The wave excitation and radiation forces are defined via

state coefficients often obtained through the application of software tools that implement
the panelized mesh-based Boundary Element Method (BEM). Software tools
implementing BEM include WAMIT®, and NEMOH'. However, standard BEM codes
do not determine the linearized drag coefficient. The linearized drag coefficient can be
obtained through applying system identification methods, which include impulse
excitations on a physical model, or through application of mesh-based Computational
Fluid Dynamics (CFD) simulations. For the WECSs under study in this dissertation,
defined in Section 2.4, the linearized drag coefficient was determined by Beatty et al.
using the former method and is assumed to be constant across the frequency spectrum
[24]. One such system identification technique is the equivalent energy method for
which the energy dissipated through a cycle of a non-linear viscous drag process is
equated to the equivalent energy that would be dissipated via a linear resistive process

over the same period.

1.4.3 Other Forces in a WEC System:

The remaining forces often considered in a WEC system, consist of reaction forces
from mechanical machinery — including the PTO, moorings, and reactive force sources.
The PTO is the device in a WEC responsible for converting the kinetic motion of the
floating rigid bodies into a useful form for future consumption (e.g. electricity). In the
frequency domain, the PTO is often modelled as a tunable generic complex impedance

element consisting of a resistance and reactance each with a separate role. The PTO

6 https://www.wamit.com/, Accessed 2018-08-21.

7 https://lheea.ec-nantes.fr/logiciels-et-brevets/nemoh-presentation-192863.kjsp, Accessed 2018-08-21.
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resistance is responsible for representing the reaction force for which the floating body

does work against to capture useful power. The PTO reactance represents the reaction
force response of a temporary energy reservoir for the kinetic motion of the WEC, which
alters the inertial dynamics of the WEC. The role of tuning the PTO reactance is to
invoke resonant conditions between the WEC bodies and the wave excitation force.

The traditional role of the mooring is designed for station keeping, however active and
reactive roles have been proposed in literature [25]. In general, mooring dynamics are a
non-linear phenomena and modelling in the frequency domain requires the application of
a linearization scheme. In these schemes the linear mooring parameters are derived from
non-linear time domain models which often introduce errors in the final predictions [25]
and are thus frequently excluded from frequency domain analysis.

The final element is the generic reactive force source often used by Korde [26-28] to
represent a generalized inertial force response. As will be shown in this dissertation via
Article 2 (Appendix B) and Article 3 (Appendix C), the reactive force source can be used
as a placeholder within the power capture analysis of a WEC system to identify design

insight in the form of constraint equations, for the optimal design of a WEC subsystem.

1.5 Controlling WEC Energy Conversion

In Section 1.1, the discussion focused on the necessity for improving the power capture
performance of WEC devices for realizing their economic viability. A method to realize
this performance improvement is to introduce control techniques into a WEC design that
induce the conditions that maximize the power captured. By choosing to model WEC

devices in the frequency domain, the WEC is represented as a vibration system with
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maximum power captured when the device is operating in resonance with the incoming

wave excitation force.

Identifying resonant conditions for WEC devices with simple topologies is relatively
straightforward at the conceptual stage of development. However, as topologies evolve
in complexity to meet the demands of improving overall power capture, determining the
resonant conditions for these complex WECs is inherently more difficult as discussed in
Section 2.1. If WEC developers do not consider how to implement energy maximizing
control strategies into more complex WEC designs during the conceptual stage of a
development program, the risk that a particular WEC design does not deliver sufficient
power production and satisfy the requirements for economic viability is high. Therefore,
it is an important step in the conceptual design phase of a development program to
identify both the: 1) power producing potential of a WEC, and 2) technical operating
conditions for that WEC to achieve that potential. It is a natural preliminary step to
approach this problem in the frequency domain with the objective of this dissertation to

present a methodology for which both of these steps can be achieved.

1.6 Research Objectives:

To summarize the premise of this chapter, it is clear that the power capture
performance of WECs must improve. WEC technology resides in a divergent design
space, therefore to focus efforts on WEC devices with the largest power capture potential,
WEC developers should invest resources to assess and mature TPL while a program is at
low TRL. Assessing TPL at low TRL is difficult. This dissertation contends that at low
TRL, there is a strong correlation of TPL with the analytical power capture upper bound.

To assess the feasibility of approaching the upper bound, the conditions or analytical
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constraint equations for invoking the upper bound should be determined to identify

design insight. Therefore, at low TRL a WEC developer may assess the feasibility of
adhering to the constraint equations by exploring various technological solutions required
to achieve the desired upper bound. To successfully identify the power capture upper
bound and the associated design insight, a formulaic method must be introduced.

The objectives of this dissertation may be summarized as follows:
1.6.1 Objective 1 (OBJ1)

Identify a framework for which the analytical representation of the power capture
upper bound of any WEC architecture may be determined.
1.6.2 Objective 2 (OBJ2)

Identify a method consistent with Newtonian dynamics to determine the conditions for
which the power capture upper bound can be approached (i.e. design insight).
1.6.3 Objective 3 (OBJ3)

Validate the proposed method through verifying the analytical results against
previously published work on point absorber WEC architectures.
1.6.4 Objective 4 (OBJ4)

Apply these analytical methods in a case study on a self-reacting point absorber with a
geometry control feature set to extract design guidance.
1.6.5 Objective 5 (OBJ5)

Propose a new method for investigating new WEC innovations at the conceptual stage

of the development process.
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1.6.6 Objective 6 (OBJ6)
Propose a new technology, the inerter, which is capable of implementing the design

insight to approach the power capture upper bound.
1.6.7 Objective 7 (OBJ7)
Identify a method to generalize the analytical phase control conditions for resonant
WECs.
1.6.8 Objective 8 (OBJ8)
Investigate new design functions within the WEC architectures considered in this

dissertation, identified using the proposed analytical framework.

1.7 Organization of this Dissertation

This dissertation is presented in manuscript style and is based on three individual
manuscripts specifying the research developments found in Appendices A, B, and C.
Each of these manuscripts has been published or is currently under review at a relevant
international journal focusing on renewable energy research. The dissertation is
organized to include: Chapter 1 — introduction to the ocean wave energy resource and
WEC dynamics, Chapter 2 — review of the pertinent technical background relating to
WEC control, and the identification of gaps in the research literature, Chapter 3 —
detailed overview of the contributions of each manuscript in the appendices, and Chapter
4 — presents opportunities for future work. As a note, the detailed conclusions for each
article listed in this dissertation are found in the individual articles reproduced in the
Appendices. A summary of the conclusions for each article are found at the end of

Sections 3.1-3.3.
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2 Literature Review and Research Gaps
To frame the contributions in Section 3, the motivation of this section is to present the

pertinent literature on: 1) frequency domain control of WECS, 2) the established power
capture upper bounds in wave energy conversion, 3) the identified gaps related to both 1)
and 2) in the context of conceptual design of WECs. This section concludes with a
description of the WEC configurations used as case studies to validate the claims in this

dissertation.

2.1 Literature Review on Frequency Domain Control of WECs

Section 1.1 stated that step reductions in the CoE from wave energy converters must be
achieved for WEC technology to become economically viable [6]. It is well understood
amongst the wave energy research community that the implementation of control
technologies are vitally important for increasing the power capture capacity of a WEC
device which can lead to a reduction in CoE [3,12,22,29-31]. This proposal is based on
the premise that increasing the power capture performance requires inducing a resonant
state between the motion of the WEC and the incoming excitation force. This argument
was verified by several researchers whom independently derived the conditions for
optimal power capture for the SBPA architecture, demonstrating such a condition
occurred at resonance [32-34]. This formulation of the power capture control problem
for the heaving point absorber was based upon identifying the optimal frequency
dependent complex body velocity amplitude of the SBPA, which occurs when the PTO
resistance is set equal to the radiation damping coefficient of the WEC body as in
equation (5), while the sum of the total reactance of the PTO and the remaining WEC is

zero as in equation (6) [32].
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Xpro+ X, =0 (6)
Falnes recognized that equation (6) could be achieved if the PTO reactance was
manipulated to satisfy equation (6) yielding equation (7). With this choice of requiring
the PTO reactance to follow the intrinsic reactance of the SBPA, the combination of
equations (5) and (7) could be creatively represented as a single complex constraint

equation in (8).

Xero,, = =X (7)

opt

Z VA

PTOy = i (8)

Falnes interpreted equation (8) as a mechanical impedance matching problem
analogous of the problem defined in electrical antenna theory [35]. In other words, the
PTO was functionally responsible for injecting reactance into the WEC to invoke
resonance. Such a system configuration adhering to equation (8) is known as
implementing optimal PTO force control. This representation is only a specific case
represented by equation (6), which generically stated that the combined PTO reactance
and intrinsic reactance of the remaining WEC must equal zero. This subtle difference has
influenced WEC development to focus on PTO designs capable of invoking resonance in
SBPAs [29,36-38].

As implied above, WEC control is not limited to only PTO force control. An
alternative form of control is geometry control. As defined by Price [39], a geometry
controlled SBPA WEC, represented by the mechanical circuit in Figure 3, is a device

which possesses the ability to change the intrinsic impedance, Z,(A), and/ or wave
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excitation force, 'EPToc.amp (A) as a function of a geometric parameter (A). As such,

geometry control can be realized through the implementation of features that include
inertial modulation and / or physical changes to hull geometry. Based on this definition,
a geometry controlled WEC could be utilized to invoke resonance through implementing
equation (6) as in equation (9).
Xoro + X, (A)=0 9)
In the special case for which a resistive only PTO is considered (i.e. X, =0),

equation (9) leads to equation (10) for which the geometric parameter is solely utilized to
invoke resonance. This control regime is known as optimal geometry control. In
essence, for an SBPA, resonance can be invoked by either implementing: 1) optimal PTO
force control, 2) optimal geometry control, or 3) some combination of both. For the
special case of an SBPA in which the physical hull geometry remains constant, the
theoretical power capture of all three cases will be the same.
Xi(A)=3m{Z;(A)}=0 (10)

With more complex WEC architectures (e.g. SRPA with a geometry controlled spar),
the choice of the WEC control strategy does influence the power capture potential.
SRPAs are topologically represented as a PTO interfaced between two wave activated
bodies. As discussed in Section 1.4.1, determining the resonant conditions for the SRPA
requires first applying Thévenin’s theorem to establish the canonical form followed by
forming the impedance matching problem.

There is a catch however. Resonance is technically only defined for a single body
system (i.e. SBPA). With a multibody system, such as the SRPA, an external sinusoidal

force leads to a multibody response described via modal analysis. As such, it is not clear



22
whether a resonant condition identified with impedance matching of the canonical form

leads to a modal response for which power capture is maximized [2]. These conditions
include a: 1) large relative motion between the SRPAs float and spar, and/or 2) large
force transmitted through the PTO. As such, although the equivalent resonant conditions
on the canonical form may be analytically established for more complex WEC
architectures, selecting the most appropriate condition requires exploring each condition
independently for its influence on power capture. As the complexity of WECs continues
to grow, a formulaic method to establish these equivalent resonant conditions becomes

more important.

2.2 Overview of WEC Power Capture Upper Bounds

To assess the analytical power capture potential of a WEC architecture it is prudent to
present an overview of the existing bounds on power capture. In wave energy there are
two predominant upper bounds derived based on different assumptions often described
as: 1) Radiation Pattern Upper Bound, and 2) Budal’s Upper Bound. Both bounds are
described in the subsections below.

2.2.1 Radiation Pattern Upper Bound

In its most fundamental form, the wave energy conversion problem may be described

in terms of a wave interference problem [33,34,40]. Since a planar surface wave is

associated with a wave energy transport (J), conservation of energy dictates that the goal

of a WEC is to generate a wave that deconstructively interferes with the incident wave
such that energy in the wave resource is transferred to the WEC resulting in kinetic
motion of the WEC [12]. For WECs in the point absorber class, the maximum power

capture (per metre of wave front) due to deconstructive interference between the WEC’s
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radiated pattern and the incident plane wave is expressed by equation (11), where A is

the wavelength of the incoming incident wave in metres, and « is an integer selected
based on the WEC’s radiation pattern as generated by a particular source type: « =1 for a

monopole source, and « =2 for a dipole source.

P = Ja(%j (11)

It is clear such an argument is based purely on wave mechanics and does not consider
the dynamic response of the absorber to an excitation force. Although this expression
serves to define upper bounds on the power capture capacity of a point absorber WEC, it
is difficult to extract further guidance on how to design a WEC to approach the bound.
2.2.2 Budal's Upper Bound

An alternative upper bound was derived by Budal by considering volume stroke
limitations of a WEC [41]. Beginning with a heaving SBPA WEC, Budal recognized
such a device could maximize its power capture if the device was first operating under
optimal phase control, hence enforcing equation (6). To further improve the power
capture response of the SBPA WEC, Budal proposed maximizing the wave excitation
force through enforcing the small body approximation to minimize the subtractive
diffraction force, requiring the body cross section dimension to be significantly smaller
than the wavelength of the incident wave. The final assumption was that the WEC was
operating at its defined travel stroke limitation. In applying all of these conditions and

assumptions, Budal’s upper bound is defined as equation (12) [42]® with p,g, AT

8 A mistake was identified in Falnes equation (A.6). The denominator should be 32772 as in equation (12).
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representing the density of water, the gravitational constant, the amplitude of the

incoming wave field, and the period of the incoming wave field respectively.

pg3A2T3
R -

To illustrate both upper bounds, an example plot of both the Radiation Pattern Upper
Bound in red, Budal’s Upper Bound in green, and a heaving sphere SBPA operating
under complex-conjugate control in black is presented in Figure 6 [43]. Once again, it is
difficult to design an SBPA, let alone a more complex WEC architecture, to approach

these upper bounds based on the definitions of these limits.

x 10°

10

Figure 6: Example of WEC Power Capture Upper Bounds on a Spherical SBPA:
Radiation (red), Budal (green), SBPA Operating Under Optimal Phase Control (black) [43]

2.3 Fundamental Research Gaps in Wave Energy Conversion

As detailed in Section 1, financial investments in designing and developing WEC
devices must be derisked. To lower the development risk, a critical mass of developers
must converge on promising architectures for rapid maturation. To identify promising
architectures at an early stage of a development program, an analytical methodology to

evaluate the power capture bound of an architecture based on dynamic response is
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required. In the absence of such a method, there exist challenges detailed in the

following subsections.
2.3.1 Challenges with WEC Power Capture Limits

As specified in Section 2.2.1, the Radiation Pattern Upper Bound is derived based
purely on a wave mechanics argument assuming deconstructive interference between the
incoming and the outgoing radiated wave fields and thus, does not consider the device
design whatsoever. Although the bound is consistent with the conservation of energy and
presents developers with an absolute reference for comparing the performance of their
designs against, it fails to provide guidance on specifically how to improve a WEC
design to yield enhanced power capture. With the advent of more complex WEC
architectures, the Radiation Pattern Upper Bound is still valid provided that the complex
WEC architectures may be represented in canonical form.

In contrast, Budal’s Upper Bound specified in Section 2.2.2, is based upon a series of
cascaded assumptions. This first considers the dynamic response of a heaving SBPA
WEC, while the subsequent assumptions do not. As such, these cascaded assumptions
are likely to violate one another and are thus difficult to apply in the design of a WEC
device. In addition, the assumption, which maximizes the excitation force in Budal’s
Upper Bound, assumes an SBPA architecture and has yet to be reconciled for more
complex architectures in the point absorber class. For example, Beatty et al. [24]
proposed an extension to Budal’s Upper Bound for the SRPA architecture by defining a
relative excitation force term, but later retracted the argument in his dissertation [40].

When comparing the two bounds, it is clear that neither the Radiation Pattern Upper

Bound in equation (11), nor Budal’s Upper Bound in equation (12) contain any reference
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to physical specifications of the WEC design, and thus do not supply guidance on how

physical specification must be set to approach the bounds. In the absence of such a
reference, a WEC designer must resort to trial and error methods, and is essentially
designing blind. Finally, when comparing the assumptions that underpin both the
Radiation Pattern Upper Bound with Budal’s Upper Bound, it is clear they violate one
another on a fundamental level [2], as the former requires a radiated wave to be generated
by the WEC, while the latter assumes there is no wave radiation whatsoever. Even the
point of intersection between the Radiation Patter and Budal’s upper bound does not
serve any direct significance as the underling conditions between each bound cannot be

satisfied at this point.

2.3.2 Challenges of Deriving Analytical Power Capture Limits for Complex WEC
Architectures

The complexity of WEC topologies continues to grow in the pursuit of further
improvement in the overall power capture. This increased complexity requires the
optimal selection of additional design parameters required to implement the more
complex design features. These features include the implementation of both optimal
PTO force control and optimal geometry control. The additional design parameters
associated with these features lead to a more complex representation of the analytical
power optimization problem yielding challenges.

For example, Korde introduced a complex point absorber WEC architecture as an
SRPA with a reactive PTO and a geometry controlled force compensator [26]. In
formulating the dynamic equations governing Korde’s WEC, the analytical optimization
problem required the selection of both the optimal PTO force parameters as well as the

impedance of the force compensator to maximize the power capture. To set up such a
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multivariate analytical optimization problem, Korde formed an analytical constrained

optimization problem with the governing dynamic equations of motion representing the
constraint equations. In this formulation, solving for the conditions leading to optimal
power capture required Korde to make a choice, setting the velocity of the compensated
platform to zero, in order to proceed with the derivation. As demonstrated in Section 3.1,
the enforcement of this constraint was unnecessary and led to the illusion of a single
setting for the force compensator reactance to achieve the power capture bound when in
fact there is an infinity of choices [17].

This example demonstrates the difficulty of analytically solving for the optimal power
capture conditions of complex WEC architectures and the need for a formulaic method.
The method presented in this dissertation is based on the seminal works of Falnes’
impedance matching approach [12,44], but extended to include more complex WEC
architectures with both PTO force control and geometry control features sets. As a
reference, Figure 7 describes the formulaic methods of establishing the power capture
upper bound for complex WEC architectures presented in this dissertation as a flow chart.

The branches associated with @ and ® represent the choices of enforcing the master-

slave relationship by enabling the PTO force control modes of complex-conjugate control

and amplitude control respectively.
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Figure 7: Flow Chart of the Formulaic Methods to Determine the Analytical Power Capture Limits

Presented in this Dissertation with A, Representing the k™ Geometry Parameter. Branches @ and ®

represent the choices of enforcing the master-slave relationship by enabling complex-conjugate and

amplitude control respectively via the PTO.

2.4 Overview of the Configurations Considered in this Dissertation

The methods presented in this dissertation to derive the maximum power capture
conditions are generic and applicable to any WEC for which power capture is maximized
when the canonical form representation of that WEC is in resonance. To validate the
proposed methods and the accompanied equations, a choice was made to consider only
SRPA heaving point absorbers as data for this configuration: 1) was available within my
research group, and 2) had been published [24] and thus scrutinized via the peer review

process.
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To facilitate this process of outlining the case studies in this dissertation, a hierarchy is

defined to categorize WEC designs comprising configuration, architecture, and class. A
configuration is a design defined by a set of physical parameters governing the system
characteristics (e.g. OPT Powerbuoy™). An architecture is the set of configurations that
share the same device topology (e.g. SRPAS). A class is the set of architectures, which
operate on the same physical principle (e.g. point absorbers). It is clear that a detailed
performance analysis can only be performed on a configuration, however analytical
equations defining optimal performance conditions can be derived at the architecture
level. For example, Falnes’ impedance matching criteria in equation (8) is an analytical
constraint equation, which holds for all SBPAs regardless of the specific configuration,
and is therefore derived at the architecture level.

Table 11 below establishes all of the configurations considered in this dissertation,
classified by the article for which they appear. The configurations are linked back to an
architecture for which the optimal equations were derived, along with a reference to a
visual schematic of the architecture. For ease of reference, Figure 8 is a representation of
both the Derived SRPA WEC Architecture and the Original SRPA WEC Architecture
originally published in [18], and Archl, Arch2, and Arch3 originally detailed in Article
3° currently under review respectively. It is important to note that the Original SRPA
WEC Architecture and Archl represent the same architecture, and that the Derived SRPA

WEC Architecture can be derived from Arch3.

9 K. Bubbar, B. Buckham, On establishing generalized analytical phase control conditions in self-reacting point
absorber ~ wave  energy  converters, Renewable  Energy. (2018); Under  Review.

Manuscript is found in Appendix C.
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Figure 8: Mechanical schematics for the:

a) Derived SRPA WEC Avrchitecture, b) Original SRPA WEC Architecture [18]
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Figure 9: Mechanical schematics for architectures:

a) Archl, b) Arch2, and c) Arch3°

To ensure equitable comparisons were conducted, the same hydrodynamic parameter
set was applied verbatim to all configurations in this dissertation originating from Beatty
et al. [24]. For the Derived SRPA WEC Configuration, Config3, and Config4, the mass

of the original spar published by Beatty et al. [24] was equally divided between the spar

10 Figure 2 from K. Bubbar, B. Buckham, On establishing generalized analytical phase
control conditions in self-reacting point absorber wave energy converters, Renewable
Energy. (2018); Submitted.
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in these configurations and the internal reaction mass such that the mass of these

configurations remained consistent with Beatty et al.’s original parameter definitions.
Specific details of the hydrodynamic and inertial data used the build these configurations

are found in both [13,24] and [17,18].

Table Il: Definitions of Configurations Used as Case Studies in this Dissertation

Ar;{cle Configuration: Architecture: Schematic:
1 N/A Falnes’ SRPA Figure 1b
1 N/A SRPA + PTO Friction Figure 1b
1 N/A Korde’s WEC Figure 1c
5 Original SRPA WEC Original SRPA WEC Figure 3b

Configuration Architecture
2 Derived SRPA WEC Derived SRPA WEC Figure 3a
Configuration Architecture
3 Configl Archl Figure 2a
3 Config2 Arch2 Figure 2b
3 Config3 Arch3 Figure 2c
3 Config4 Arch3 Figure 2c
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3 Overview of Contributions
The motivation of the following section is to articulate each of the major contributions

included in this dissertation organized by manuscript. Each subsequent subsection
represents an overview of a manuscript and will briefly detail the research challenge
encountered in that work followed by a summary of the contributions identified with the
header CONT. The full manuscripts are included in Appendices A through C. A matrix
mapping the contributions detailed in Sections 3.1-3.3 to the objectives listed in Section

1.6 can be found in Section 3.4 below.

3.1 Article1 — A method to compare wave energy converter devices
based on potential power capturel!

The wave energy converter design space has been characterized as divergent resulting
in a dispersion of resources slowing collective progress'? [7,8,45]. The standard method
for assessing WEC design performance requires specifying the device configuration,
which inherently locks down the design. To facilitate the transition to a convergent
design space, a technique capable of assessing the power capture potential of any WEC
architecture at an analytical level is recommended by this work during the conceptual
stage of a design program. The motivation of this article is to propose this technique,
through building on the foundational mechanical impedance matching technique
introduced into the wave energy community by Falnes [12]. The proposed method is
based upon the hypothesis that maximizing power capture necessitates the selection of

both the optimal geometric and PTO force parameters. Once the power capture upper
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bound is analytically determined for a WEC architecture, a WEC designer possesses a

basis for establishing TPL at the conceptual stage of their development program.
A summary of the main contributions of this work follows:
3.1.1 Contribution 1 (CONT1)
Introduction of the mechanical circuit framework for extending the mechanical
impedance matching technique originally introduced by Falnes [12] for WEC
architectures of arbitrary complexity.
The mechanical circuit framework presents a formulaic method to invoke
Thévenin’s theorem to represent a complex WEC architecture as a
phenomenological single body WEC or canonical form. Once in canonical
form, Falnes’ impedance matching criteria is exercised to guarantee device
resonance with the incoming wave excitation force independent of the device
geometry.

3.1.2 Contribution 2 (CONT2)

Introduction of the master-slave relationship describing the relationship between the
optimal geometry and PTO force parameters for achieving the power capture upper
bound.

The premise of this contribution is based on the notion that resonance between
the WEC device and the incoming wave excitation force is only a sufficient
condition for achieving the power capture upper bound. An equally important
factor is the selection of the optimal WEC geometry. This work proposes the
dependent master-slave relationship of the PTO force response (slave) on the

WEC geometry (master). As such, to optimize the WEC system for power
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capture, the WEC geometry must be optimized subject to enforcing device

resonance via the master-slave relationship. This is a critical point for WEC
developers seeking to discover an optimal design.
3.1.3 Contribution 3 (CONT3)
Proposed the phenomenological single body equivalent WEC, originally introduced by
Falnes [44], as a canonical form (i.e. the simplest topology any WEC device may be
represented by).
The WEC canonical form is obtained through applying the Thévenin equivalent
circuit transformation on a complex WEC architecture resulting in an
equivalent single body WEC architecture. Once the complex WEC architecture
is represented in canonical form, apples to apples comparisons can be
performed at the architectural level instead of the configuration level where
design parameters must be specified.

3.1.4 Contribution 4 (CONT4)

A parallel representation of the mechanical circuit topology for the Thévenin
equivalent phenomenological single body WEC architecture (i.e. canonical form) is
proposed, which is in contrast to the series representation currently published in literature
[3,21,22,46].

The proposed parallel representation is justified through applying accepted
conservation principles [15] to the parallel circuit representation to rederive the
governing equations of dynamic motion accepted by the wave energy

community describing the conditions for optimal power capture.
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3.1.5 Contribution 5 (CONT5)
Successfully applied the mechanical circuit framework to a case study of three different

WEC architectures of increasing complexity.
In these case studies each WEC architecture was represented by a mechanical
circuit followed by application of Thévenin’s theorem to transform the complex
architecture into canonical form. Once in canonical form the master-slave
relationship was enforced leading to the power capture upper bound.
These WEC architectures included: 1) rederiving Falnes’ analytical optimal
power capture solutions to the SRPA architecture [44] and thus validating the
mechanical circuit technique, 2) introducing linearized viscous damping into
the PTO model of the SRPA architecture and demonstrating a counterintuitive
result for which the PTO resistance must increase in unison of the viscous
damping to ensure maximum power capture, and 3) deriving the generalized
analytical optimal power capture solution to a complex point absorber
introduced by Korde [26] and demonstrating new operational insight into this
device — the reactive force compensator does not serve the WEC power
capture as originally claimed by Korde [26,28].

The results of this study provide a formulaic method for the wave energy research
community to establish the power capture upper bound for any WEC architecture along
with the associated design insights (i.e. constraint equations) for approaching the bound.
This work also establishes the importance of transforming a complex WEC architecture

into the canonical form for enforcing resonant power capture conditions.
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3.2 Article 2— On establishing an analytical power capture limit for self-
reacting point absorber wave energy converters based on dynamic
response?’

Having proposed a method for determining the analytical power capture upper bound
for any WEC architecture in Article 1 of Section 3.1, attention is now placed on
demonstrating this method by deriving this bound for a specific WEC architecture with a
geometry controlled inertial modulation feature set.

It has been established that ocean wave energy conversion has yet to achieve economic
viability when compared against alternative renewable sources such as solar
photovoltaics or wind energy [7]. For wave energy to realize economic viability, the
Cost of Energy (CoE) must be reduced by a factor of two. Such a drastic reduction
cannot be realized solely from economics of scale and optimization of supply chain
logistics. WEC device designs must be discovered that are capable of extracting more
energy from ocean waves. To facilitate this process of discovery and ultimately design
convergence, Weber introduced the Technology Performance Level (TPL) metric and
emphasized its assessment early in a WEC development program to identify technologies
with a strong predicted performance once in their commercial state. However, a robust
assessment of TPL is challenging to determine at an early stage of a WEC development
program. One method to define TPL at the conceptual stage is to assume a direct
relationship of TPL with the “hydrodynamic wave power absorption” [8] potential of a
WEC device. In doing so, the best possible TPL for a given WEC device is related to the
power capture upper bound of that architecture. Such a TPL assessment is relative to the

specific device configuration. To promote design convergence, an absolute analytical
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expression defining the power capture upper bound is preferred to facilitate comparisons

of TPL across all configurations within an architecture. Such a process has been
proposed in Article 1 [17] and the motivation of this article is to demonstrate this process
using a SRPA WEC architecture with a variable inertial modulated spar in a case study.
This case study targets establishing the power capture upper bound and the associated
design insight required to achieve the upper bound, as well as implementing the design
insight to formally introduce a new technology (i.e. the inerter) into the wave energy
community.

A summary of the main contributions of this work follows:

3.2.1 Contribution 6 (CONT6)

Development and analysis of a frequency domain mathematical model using the
mechanical circuit framework for the Derived SRPA WEC Architecture with an inertial
modulation mechanism implemented internal to the spar.

Upon proposing a mechanical circuit consistent with the Derived SRPA WEC
Architecture, Thévenin’s theorem is applied to determine the canonical form.
Once in canonical form Falnes’ mechanical impedance matching technique is
applied to invoke complex-conjugate PTO force control resulting in a resonant
state of the WEC at each frequency of the incoming wave excitation force. The
relevance of this contribution to the wave energy community is the
demonstration that Falnes’ impedance matching criteria may be invoked at the
analytical level for more complex WEC architectures through applying the

formulaic mechanical circuit framework. To my knowledge, this is the first
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instance of an analytical model built for this complex WEC architecture using

the mechanical circuit framework.
3.2.2 Contribution 7 (CONT?7)
Proposed an analytical equation describing the power capture upper bound for the
Derived SRPA WEC Architecture based on optimizing the geometric control variable
(i.e. force source impedance).
The analytical upper bound is physically interpreted as the maximum power
captured by the Derived SRPA WEC Architecture is equivalent to two single
body point absorbers composed of the float and spar respectively, each
independently operating under complex-conjugate PTO force control. WEC
developers with devices based on this architecture may evaluate the power
capture potential of their device by applying their design parameters into this
equation. Such a calculation provides an absolute reference for WEC
developers to compare their device performance. | believe this article to be the
first to introduce this power capture upper bound.

3.2.3 Contribution 8 (CONTS8)

Proposed an analytical constraint equation (i.e. design insight) relating the physical
characteristics of various components in the Derived SRPA WEC Architecture, which
must be enforced to achieve the power capture upper bound.

WEC developers with devices based on this architecture may use this constraint
equation to evaluate the feasibility of implementing this design insight into their

designs for optimizing the power capture potential of their device. | believe this
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article is the first to introduce this analytical constraint for achieving the power

capture upper bound.
3.2.4 Contribution 9 (CONT9)
Mathematically established the inertial modulation regime proposed in this work has
both the capability to decrease or increase the equivalent mass of the spar through
intelligently modulating the force source reactance without requiring the removal or
addition of physical mass.
This proof demonstrates the importance of inertial modulation schemes in the
design of a geometry controlled SRPA WEC as an alternative to dynamic fluid
ballasting technologies, which is energy intensive to pump fluid in/out of the
spar tank, and changes the mean water level reference of the WEC.

3.2.5 Contribution 10 (CONT10)

Executed a numerical case study using hydrodynamics and inertial data from a
previously published 1:25 scale model of a WaveBOB™ style SRPA [24] and validated
the analytical equations proposed in this dissertation.

Analysis of the data (cf. Figure 8 [18]) demonstrates that the analytical
expression of the power capture upper bound proposed in this work, along with
the design insight in the form of a constraint equation is consistent with the
numerical results generated using the hydrodynamics and inertial parameters
from the SRPA configuration considered in this analysis (i.e. eq.(24) is
consistent with eq.(3) with eq.(35) enforced [18]). Qualitative comparisons of
the power capture upper bound against the capture width theoretical limit also

exhibit consistency.
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3.2.6 Contribution 11 (CONT11)
Demonstrated through numerical analysis that a significant power capture potential can

still be realized even when enforcing displacement travel limits on the relative float to

spar motion through modulating the PTO resistance.
Although the power capture is significantly reduced when enforcing relative
travel constraints, there is still a ten fold of power capture improvement
observed in the numerical results over the baseline Original SRPA WEC
Configuration at low wave excitation frequency. This power capture benefit
should encourage WEC developers with devices based on this complex SRPA
architecture to consider the control scheme proposed in this work.

3.2.7 Contribution 12 (CONT12)

Formally introduced inerters into the wave energy community as a geometry
controllable technology capable of implementing the inertial modulation scheme
proposed in this work.

A feasible design configuration for an inerter subsystem capable of
implementing optimal inertial modulation was proposed based on utilizing the
design insight constraint equations derived in this work leading to achieving the
power capture upper bound. Inerters are a proven technology having
demonstrated significant performance improvements in the design of vehicle
suspensions [47]. WEC developers should be exploring their use to widen the

narrow bandwidth of operation of point absorbers.
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3.2.8 Contribution 13 (CONT13)
Demonstrated that a significant power capture potential is still to be attained through

implementing the design insights introduced in this work in comparison to data obtained

from an existing SRPA WEC configuration published in literature.
Experimental power capture data from the Original SRPA WEC Configuration
operating under optimal amplitude control was qualitatively compared against
numerical data generated from the Derived SRPA WEC Configuration
operating at the upper bound demonstrating the potential for significant power
capture improvement.

3.2.9 Contribution 14 (CONT14)

Proposed an analytical constraint equation (i.e. design insight) which eliminates
relative travel between the float and spar and thus results in a null power capture scenario
implemented entirely through geometry control.

Ocean waves are a harsh environmental resource with the potential to damage
SRPA devices when operating in storm conditions. As such, for WEC
technology to gain market acceptance devices must be designed to survive
storm conditions. This work introduces one such method for WEC developers
to consider. | believe this article is the first to introduce this analytical
constraint for achieving the null power capture condition while the PTO
remains fully engaged in complex-conjugate control mode.

The results of this study not only introduce the successful application of the mechanical
circuit framework to establish an analytical power capture upper bound for the Derived
SRPA WEC Architecture, but numerically demonstrate using hydrodynamic parameters

from a previously published physical SRPA model, how the upper bound can be achieved
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through the appropriate application of inerter technology. The goal of this work is to

encourage WEC developers to evaluate both the power capture upper bound and the
associated design insights for their architectures to explore both economic and design
feasibility prior to locking into a design configuration and investing resources on

computationally expensive non-linear time domain models and physical model testing.

3.3 Article 3— On establishing generalized analytical phase control
conditions in self-reacting point absorber wave energy converters4

For wave energy conversion to be an economical source of renewable energy, it is
understood that step gains in power capture performance must be achieved [6]. However,
increasing the power capture of a WEC device is often associated with increasing the
device complexity. Article 2 in Section 3.2 demonstrated that the hydrodynamic power
capture potential (i.e. the upper bound) of a WEC architecture can theoretically be
achieved through simultaneous implementation of optimal geometry and optimal PTO
force control via the master-slave relationship [17]. However, designing a WEC capable
of approaching the upper bound may be prohibitive from both a design complexity and
economical point of view. As such, there exists a balance between device power capture
and design complexity. The goal of this work is to explore this complex balance. It is
important to recognize that invoking resonance at each wave excitation frequency is a
prerequisite to achieving the power capture upper bound [18]. As such, for an SBPA
WEC with a given constant device geometry, the power capture is maximized when that
device operates in resonance with the incoming wave excitation force. To achieve the

objective of capturing more power from the wave resource, it is clear that invoking
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resonance is an important target for WEC design. This, however, yields the important

questions: 1) What WEC topology would best serve our goal of maximizing power
capture? 2) How should resonance be invoked? For the SBPA WEC architecture the
former question is straightforward as there is only a single topological variant, however
for more topologically complex WEC architectures such as the SRPA with multiple
variants, the answer to this question is not clear.

Further complicating the argument, the concept of resonance is well defined for the
heaving SBPA WEC architecture but not for more complex WEC architectures such as
the SRPA. To bridge this gap Falnes [44] introduced and Bubbar et al. [17] later
extended, the application of Thévenin’s theorem to transform a complex WEC
architecture into an equivalent SBPA (i.e. the canonical form). Once in canonical form,
resonant conditions are then enforced. However, there is a catch. In transforming the
complex WEC architecture into canonical form, parameters specific to the canonical form
(i.e. the intrinsic impedance and equivalent excitation force) are now complicated
functions of the physical parameters of the original complex WEC architecture. Hence,
depending on the topology of the complex WEC architecture, there may exist multiple
conditions for invoking resonance across the frequency spectrum, each with differing
power capture characteristics.

In search for the required step gain in power capture potential, WEC developers are
introducing more complex WEC designs to harness more of the available resource.
There is, therefore, an acute need for a systematic method to both identify the analytical
condition(s) for invoking resonance in complex WEC architectures, as well as exploring

the conceptual design associated with the resonant states to determine which should be
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pursued further for potential commercial development. To fulfill this core need, the basis

of this article is to introduce this process of identifying the analytical conditions for
invoking resonance in the canonical form followed by implementing the process on an
SRPA WEC configuration with an inertial modulation mechanism to explore the various
topological variants and their resonance states in terms of power capture.

Through this work, | demonstrate how to generalize a geometry controlled feature set
at the analytical level using a reactive force source. Design parameters are incorporated
into this generalized representation, with numerical results detailing a target reactance
profile used to propose a subsystem design incorporating an inerter device. In this work,
the standard convention of implementing phase control via a reactive PTO is challenged
in the SRPA architecture through a case study comparing the power capture potential of
alternative topologies. The results of this study lead to proposing a preferred architecture
for which the PTO is chosen to be a solely resistive device with the single function of
capturing energy from the WEC, while the reactive geometry control feature set is
implemented in the WEC spar.

A summary of the main contributions of this work follows:

3.3.1 Contribution 15 (CONT15)

Proposed a method to invoke resonance across the frequency spectrum based upon
extending work previously published by Falnes.

Falnes published an analytical constraint equation relating the intrinsic
reactance of the canonical form to the natural frequency of the vibration system
[12]. In this work, I propose that Falnes’ constraint equation may be used to

invoke resonance across the wave excitation frequency spectrum if a system
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topology is selected for which a geometry control feature set capable of

injecting a reactive force defined outside of the PTO boundary with the function
of implementing the constraint equation. This method is generic and thus, all
WEC development programs could implement the proposed method to
determine the resonant conditions for their WEC devices at the conceptual
design stage.

3.3.2 Contribution 16 (CONT16)

Successfully applied the proposed method on three different complex SRPA WEC
architectures and identified analytical constraint equations for invoking resonance on
each architecture.

This method first involves representing all three complex SRPA WEC
architectures as mechanical circuits followed by systematically applying
Thévenin’s theorem to each architecture to determine their respective canonical
form. Once in canonical form, Falnes constraint equation is enforced to
identify the conditions on the geometric parameter (i.e. force source reactance)
to invoke resonance of the respective complex SRPA WEC architecture. As
these equations are generic in nature, any WEC development program
represented by the complex SRPA WEC architecture proposed in this work
could substitute design parameters into these equations to identify the optimal

force source reactance to invoke the resonant conditions.
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3.3.3 Contribution 17 (CONT17)
Executed a numerical case study using hydrodynamics and inertial data from a

previously published 1:25 scale model of a WaveBOB™ style SRPA [24] to validate our

analytical equations.
Analysis of the data demonstrates: a) invoking the analytical constraint
equations results in all the complex SRPA WEC configurations operating under
resonant conditions based on their respective topology; b) the power capture
performance varies significantly depending on the topology of the architecture
and; ¢) Config5 based on Arch3, with a reactively tunable spar, exhibits a
combination of a favourable power capture frequency response, along with a
small float to spar relative displacement, rendering it the superior configuration.

3.3.4 Contribution 18 (CONT18)

Demonstrated how the mechanical circuit framework can be used to support

technology innovation.
In representing the topology of Arch3 via mechanical circuit, the geometry
control parameter was intentionally signified as a generic force source reactance
term interfaced between the spar and ground. This choice of avoiding a
physical embodiment for the force source allowed for a generic mathematical
representation of the optimal force source reactance to invoke resonance.
Innovative subsystem designs are then proposed which, through substitution for
the force source reactance with a feasible topology of linear mechanical
components, implement the constraint equation. Several possible subsystems
are proposed in this work, however an inertial modulation mechanism utilizing

a reaction mass and semi-active inerter is chosen for further analysis. Using
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feasible design parameters for the inertial modulation mechanism, it is

demonstrated that resonant conditions can be implemented for the majority of
the wave excitation frequency band.
3.3.5 Contribution 19 (CONT19)

Demonstrated through comparison of numerical data from this work with previously
published experimental data from the same WEC configuration, that a vast improvement
in power capture potential is possible while implementing the resonant control method
introduced in Arch3.

Although the resonant control method introduced in Arch3 yields an order of a
magnitude lower power capture then the upper bound published by Bubbar and
Buckham [18], the control strategy is less complex and presumably less costly
to develop. This result suggests that WEC developers should evaluate both the
control schemes introduced in Article 2 and Article 3 to determine which power
capture to design complexity is best suited for their development program.

The results of this study introduce a technique for WEC developers to explore
alternative methods to implement resonant control at the conceptual stage of a WEC
development program. In addition, through utilizing generic force sources in conjunction
with the mechanical circuit framework, this work has introduced a new method to expose
new technology innovations through establishing technical requirements on the force
sources that must be replaced by some combination of mechanical components. The
outcome of this work demonstrates how WEC topology selection has a strong influence

on power capture potential, encouraging WEC developers to evaluate all the topological
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variants for resonant control at the conceptual design stage prior to investing resources on

computationally expensive non-linear time domain models and physical model testing.

3.4 Mapping Objectives to Contributions
The following section highlights the relationships of the contributions (CONT)

introduced in Section 3 to the research objectives (OBJ) identified in Section 1.6.

Table Il Linkages between Objectives (OBJ) and Contributions (CONT)

OBJ1 | OBJ2 | OBJ3 | OBJ4 | OBJ5 | OBJ6 | OBJ7 | OBJ8
X
X
X

CONT1
CONT2
CONT3
CONT4
CONT5 X
CONTG6
CONT7Y
CONTS
CONT9
CONT10
CONT11
CONT12
CONT13
CONT14 X
CONT15
CONT16 X
CONT17
CONT18 X X
CONT19 X

X[ XXX

X

X
XX
X

XXX XXX

X | X
X | X | X
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4 Limitations and Future Work:
Through application of the mechanical circuit framework, this dissertation has

introduced a new method of determining the analytical power capture upper bound of a
wave energy converter for WEC architectures. Despite the utility of the proposed
method, there exists limitations detailed in Section 4.1. Moreover, this process has
surfaced several interesting questions for further exploration. Three areas of future
exploration are detailed below in Sections 4.2-4.4.
4.1 Limitations of the Mechanical Circuit Framework

With any framework that models the true physics of a system there exists limitations to
the techniques presented. In this dissertation, the mechanical circuit framework is
applied to the design of wave energy converter devices to extend the mechanical
impedance matching technique originally presented by Falnes in the frequency domain
[12]. As such, this framework is subject to the same limitations of frequency domain
models. These limitations include: 1) Linearized hydrodynamics — development of the
frequency domain model requires a linearized representation of the hydrodynamic forces
as specified in Section 1.4.2; 2) Steady state analysis — the model assumes the system is
operating under steady state conditions as specified in Section 1.4; 3) Monochromatic
wave regime — the model assumes waves incident upon the WEC are represented by a
single frequency only; 4) PTO load is limited to capturing power in a single Degree of
Freedom (DoF) only — each DoF in the system must be represented via an independent
mechanical circuit. Multiple DoFs may be represented in a single model through
coupling the mechanical circuits via transducer elements [48], however in order to apply
impedance matching conditions to maximize power capture at the PTO, the PTO must be

limited to a single DoF.
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4.2 Expansion of Null Power Capture Using Geometry Control
CONT14 in Section 3.2.9 proposes an analytical constraint equation, which results in a

null power capture condition of the Derived SRPA WEC Architecture. This kinematic
state is achieved as the relative travel between the float and spar is eliminated leading to
both bodies moving in unison. This condition is enabled through geometry control alone,
while the PTO is still technically engaged, by selecting a spar impedance that matches the
float resulting in the exact same dynamic response to the external wave excitation force.
Such a method is novel and could be beneficial control strategy for WEC devices

operating in storm conditions.

4.3 Time Domain Modeling of the Master-Slave Relationship

This dissertation successfully developed and numerically validated a method to
implement optimal geometry control and optimal PTO force control to maximize the
power capture of a WEC device in the frequency domain. Where the frequency domain
can supply developers with insights at the early stages of the development program,
further feasibility analysis needs to be performed in the time domain to include both non-
linear effects as well as model the true wave elevation time series of the ocean wave
resource before investment is placed to fabricate experimental models. The nature of
representing a complex WEC architecture as a canonical form allows for the application
of control strategies already published in wave energy literature on SBPAs. For example
Figure 10 below is an adapted block diagram of a control strategy originally proposed by
Falnes (cf. Figure 6.9 [12]), but updated to include a canonical form representation of a
generic complex WEC architecture with a geometry control feature set represented by the

parameter A. A time-domain model for an SRPA without a geometry controllable
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feature set has been implemented by Olaya et al. [49] and is an excellent starting point for

consideration in developing the control strategy outlined in Figure 10.

2Re{Z;(A)}

T—>A (W)
e |5
(W) =

Canonical Form

Figure 10: Control Block Diagram for an SBPA in Canonical Form Adapted from Falnes [12]

4.4 Experimental Testing of a Physical WEC Model Utilizing an Inerter

Finally, the analytical and numerical analysis in this dissertation have demonstrated
results which suggest a vast improvement in power capture is possible through the
implementation of an inerter subsystem internal to the spar. The next logical step is to
validate the predicted performance through fabricating and testing a scaled model in a
controlled wave tank. Such a model would support both the validation of the frequency
domain results presented in this dissertation, along with providing a platform for testing

future control strategies developed in the time domain as per Section 4.3.
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Design convergence

WEC canonical form

The design space for ocean wave energy converters is notable for its divergence. To facilitate conver-
gence, and thereby support commercialization, we present a new simple method for analysis and
comparison of alternative device architectures at an carly stage of the design process. Using Thévenin's
theorem, Falnes crafted an ingenious solution for the monochromatic optimal power capture of heaving
point absorber devices by forming a mechanical impedance matching problem between the device and
the power take-off. However, his solutions are limited by device architecture complexity. In this paper,
we use the mechanical circuit framework to extend Falnes' method to form and solve the impedance
matching problem and calculate the optimal power capture for converter architectures of arbitrary
camplexity. The new technique is first applied to reprove Falnes” findings and then to assess a complex
converter architecture, proposed by Korde. This work also provides insight into a master-slave rela-
tionship between the geometry and power take-oll force control problems that are inherent Lo converter
design, and it reveals a hierarchy of distinct design objectives unbeknownst to Korde for his device,
Finally, we show how application of the master-slave principle leads to the reduction in the dimen-
sionality of the associated design space.

@ 2017 Elsevier Lid, All rights reserved,

1. Background

Ocean waves are a vast, high-density renewable energy
resource. The IEA estimates annual global wave energy potential of
29,500 TWh [ 1], which represents approximately 150% of annual
global electricity demand [2]. In spite of this tremendous potential,
there is currently no commercial deployment of a Wave Energy
Converter {WEC) and, as is typical of a pre-commercial sector,
proposed WEC conceptual designs vary widely [3-5]. This diver-
gent design space exists, in part, due to the absence of an adequate
method for comparing the power capture potential of WEC archi-
tectures at an early stage of the design process. In the absence of
such a comparative method, increasingly complex WEC designs are
endlessly proposed which may not necessitate improved perfor-
mance, thus dispersing focus and slowing collective progress.
Current numerical modelling approaches are based on an assumed
device configuration [G). Results, therefore, cannot be extrapolated
beyond that configuration precluding determination of an optimal

* Corresponding auther.
E-mail address: kbubbar@uvi

ca (K. Bubbar].

L1016/).renenc. 2017.09.005
7 Elsevier Ltd. All nghts reserved.

solution from a design space that includes alternative
configurations.

To promote rapid design convergence and stimulate commercial
adoption, we propose a concise method founded in the funda-
mental principles of vibration theory, capable of assessing the po-
wer capture potential of any WEC architecture, regardless of
complexity, and thus enabling WEC designers to identify promising
concepts early in the development process. Our method uses a
frequency domain methodology, which converts any linearized
representation of a resonant WEC of a particular class into an
equivalent and fundamental architecture, or canonical form, for
comparison on an apples-ro-apples basis. Operating within the
confines of linear monochromatic theory, results can be compared
across WEC device classes. The method analytically determines the
linearized power capture ceiling (Py,,, | gn) for a given architecture
and may be used as performance assessment criterion for coarsely
estimating the Technology Performance Level (TPL) early in the
conceptual design phase as recommended by Weber [3].

‘To frame our objective, we define a hierarchy to organize WEC
designs comprising: configuration, architecture, and class. A
configuration is a design defined by a set of physical parameters
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governing the system characteristics (e.g. WaveBOB™). An archi-
tecture is the set of configurations, which share the same device
topology; for example, the Self-Reacting Point Absorber (SRPA)
with the PTO load connected between two wave activated heaving
bodies. A class comprises of all architectures which operate on the
same physical principle {e.g. point absorbers, attenuators, termi
nators) [4.5]. To exemplify these definitions, the single body point
absorber | 7], SRPA [5], and Korde's WEC [9], shown in Fig. 1, all
belong to the point absorber class, but represent distinct archi-
tectures. In addition, PowerBuoy ™ and WaveBOB™ represent the
same architecture, but possess different configurations and per-
formances [10].

Through this hierarchical structure, the complexity of the ar-
chitecture grows with the number of components in the embodied
design. It is in part, the growth of components in modern WEC
designs, as illustrated in Fig. 1, which is driving the divergence of
the design space. There is thus an important choice of which ar-
chitecture is most appropriate to the local environmental conditions
of the design problem. The following section clarifies architecture
complexity by classifying the parameters, which influence the
various stages of the energy conversion process, to establish why
the number of components is increasing in contemporary designs,
and how this growth influences the overall power capture opti-
mization problem.

1.1. Geametry control and WEC complexity

To illustrate the divergence of the conceptual design space, an
overview of features common to emerging WEC designs, and dis-
cussion of how these design features influence the energy con-
version pathway, is needed.

Wave energy conversion comprises the transmission of power:
1) from the ocean wave; 2) onto the device bodies; 3) into the
device Power Take-Off (PTO). Each stage in the energy conversion
process is governed by a set of physical parameters that influences
the overall conversion efficiency [5,11].

Wave excitation forces do work on the WEC wetted hull(s)
resulting in body motion and thus transmit power to the device.
The body inertial and hydrodynamics properties, manifestations of
the bodies’ geometries, influence this conversion process, Providing
a means to vary these geometric parameters during WEC operation
leads to the possibility of increasing the power producing band-
width of the system at the expense of a more complex system ar-
chitecture. WEC complexity can, thus, arise as a physical
manifestation of the geometric parameters. Price defined ‘geome-
try control” as active variation of parameters that alter the intrinsic
impedance or wave excitation forces in a WEC system [12]. A
growing number of WEC designs are introduced into the wave
energy community, which propose various features enacting ge-
ometry control, while further diluting the design space. For

example, WaveSpring™ is a technology capable of varying the
buoyancy stiffness, and thus, the natural frequency of a floating
body, leading to an increase in the power transmitted between the
ocean wave and WEC system [13].

To capture power in the PTO, the WEC body motion works
against a 10O reaction force. For a linearized system, this force is
usually modelled as a viscous dashpot. It is advantageous to
manipulate the system into resonance to maximize power capture,
This is achieved by shaping the PTO force response using the well-
established optimal FI'O amplitude and phase control conditions
| 14]. Optimal phase control ensures the body velocity is in phase
with the incoming excitation force and may be achieved outside of
the system natural frequency, through injection of reactive power
via the PTO reaction force |14).

As these two stages in the energy conversion processes are
linked serially, the PTO force control is inherently influenced by the
upstream geometry control establishing a two tier power capture
optimization problem. This problem is described as selecting the
optimal: 1) geometry to maximize the power transferred from the
ocean resulting in body motion; 2) PTO reaction force to maximize
the power captured by the PTO subject to the optimal geometry
control condition.

To isolate the influence of the geometric parameters on power
capture, the WEC must always operate under optimal FTO force
control, leading to a master-slave relationship in which the PTO
force parameters (slave) follow the geometric parameters (master).
Therefore, as the complexity of WEC designs enacting geometry
control grows, so does the complexity of the associated master-
slave relationship.

1.2. Power capture

To achieve our goal of conceptual design convergence, a unified
approach to analytically optimize the power production potential
for an architecture is key. In doing so, we use the following terms
P, Py, and Py, |oge to clarify the monochromatic time-average
power capture in terms of our hierarchy. Each term is respec-
tively defined as the power captured for a WEC architecture subject
to: no constraints on the PTO and geometric parameters (Py);
constraints enforcing only optimal PTO parameters (Py,_J; and
constraints enforcing both optimal geometric and PTO parameters
{Pyy,lope)- In the literature, Py, . (or more frequently capture width
[14]) is often reported and determined through execution of
various numerical or experimental methods using an assumed
configuration |4|. As architectural complexity grows, so does the
number of design parameters. For numerical models of complex
WEC configurations, parameter values are assumed to simplify
optimization efforts, inhibiting comparisons across all configura-
tions within an architecture. Hence, an analytical method impartial

= =% - -|Body 1} ="~ - -

a)

Fig. 1. WEC architectures of growing complexity in the point absorber class. a) Single-body; b) Self-Reacting Point Absorber; ¢} Korde's WEC
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to design complexity is preferred.

To promote convergence, we propose generating expressions of
Py, |‘,‘,r for architectures and mining this expression for the optimal
geometric conditions, instead of directly numerically calculating
Py, for configurations. To determine the optimal architecture for
power capture, we must: 1} determine an expression for Py, that
is valid across the architecture, and that robustly enforces the
master-slave relationship, 2} optimize Py, via the geometric pa-
rameters, leading to Py, To accomplish the former, we turn to
Falnes for guidance.

Informed by electronic circuit theory, Falnes’ morphed the linear
power capture optimization problem for a single body poeint
absorber (40} into an equivalent analytical mechanical impedance
matching problem between the WEC and the PTO; optimal PTO
power capture is realized when the PTO impedance is matched
with the intrinsic impedance of the remaining system. This elegant
rule, known as optimal PTO force control, is described by (1) and (2]
for either Complex Conjugate (CC) or Amplitude Control (AC) re-
gimes respectively, and can be used to define the optimal PTO pa-
rameters based on the system geometric parameters |[14]. By
applying the equality constraint, represented in (1} or (2}, the
required master-slave relationship is enforced for their respective
regime, thereby reducing the dimensionality of the power capture
zation space solely to geometric parameters. With this new
prablem formulation, the challenge is to isolate and determine the
intrinsic impedance (Z;} of the WEC device.

|upt‘

Z"moﬂr_m = Zf m

210,00 4 (2)

For the single body point absorber architecture, 7; can be isolated
directly and used to calculate Py, , as shown in (3] or (4} in both
complex conjugate or amplitude control regimes respectively | 14].
In this expression, F, represents the complex phasor for the wave
excitation force. This result is profound for the wave energy com-
munity as it reveals an analytical power capture expression for the
single body point absorber architecture subject to optimal PTO force
control, which can be computed without knowledge of the system
kinematics (i.e. complex body velocity ). Further optimization of the
power capture via the geometric parameters can be performed on
these expressions to reveal Py,_ |, for this architecture.

T2
AL 3)
o = SReTZ (
f} |?D|2 _1)
Vo = TRz} + 4] ¢
1.3. Pt logical equivalent mechanical system

Within the point absorber class, the limitation of a bottom fixed
reference led to the evolution of the SRPA architecture | 3] for which
an analytical solution to Py, was required. However, application of
the mechanical impedance matching method on the SRPA required
isolation of the intrinsic impedance. Falnes recognized that the
SRPA architecture could be creatively manipulated into an equiva-
lent architecture through application of circuit equivalency theo-
rems [ 15]. In particular, employing Thévenin's theorem | 16] across
the PTO, Falnes transformed the SRPA into an equivalent single

body point absorber architecture excited by an equivalent excitation
force (F”"nn ), and driven at the relative velocity (i} realized
across the PTO of the original SRPA [ 17]. This simplification isolates
the equivalent single body intrinsic impedance (Z;) of the WEC
from the PTO and permits the evaluation of Fy,_ for the SRPA ar-
chitecture by substituting the derived Z; and ?pmw into (3} or (4}

It remains unclear how Falnes' efegant rule is extended to sup-
port current and emerging WEC designs which include additional
mechanical bodies | 15] and components | 17|, external force actu-
ators [9], and variable wetted hull geometry [19].

There is, therefore, a need to extend Falnes' work to expose how
his methodology can be used to analytically determine Py, for
architectures of greater complexity, with the goal of determining
where development efforts should be focused in order to identify
optimal designs. Here, we use the mechanical circuit framework,
Fgz 2, to develop this extension to Falnes' work, and we seek to
introduce this framework into the wave energy community.

14, Mechanical circuits for extending phenomenological
eguivalence

Falnes’ applied Thévenin's theorem to the SRPA architecture
based on physical argument, but hinted at employing his results to
more complex architectures, without revealing implementation
details [ 17]. Mechanical circuits are a topological representation of
a mechanical system capable of modelling the dynamics of an
infinitely complex architecture. Linear systems are constructed from
standard mechanical elements, characterized as impedances that
act as the transfer functions between complex velocities and forces
applied at reference points in the system [15] [20], (see Appendix
B}, Within the framework, a standard set of methods to simplify
the architecture are available via both Kirchhoff's conservation laws,
and equivalent circuit theorems already familiar to electrical en-
gineers [15,21].

This framework presents the mechanical system designer with
the ability te medel more complex system architectures while
allowing for methedical application of Thévenin's theorem to
extract the equivalent: 1} single body intrinsic impedance, Z; and 2)
excitation force of the system, Fm,‘h, As such the impedance
matching problem may be formed, as shown in (1) and (2), leading
to the desired extension of Falnes’ rule to infinitely complex
WEC architectures [15].

In this paper, we introduce the salient features of the mechan-
ical circuit framework that underpin the mechanical impedance
matching prablem, and then demonstrate how the mechanical
circuit framewoerk is implemented te methodically solve for
?I’mw' and Py, for three different point absorber architectures of
growing complexity. The three architectures considered are: 1)
Falnes SRPA, for which we rederive Falnes' seminal work as a basis
to validate the technique; 2} SRPA with coupled friction in parallel
with the FTO which exposes a counterintuitive but physically
important result on optimal PTO force control; 3) complex WEC
architecture proposed by Korde [9], which uses a geometry
controlled reactive force compensator, and we reveal new signifi-
cant insight into the operation of this device.

&

2. Theory

Circuit methodologies originate from network theory in which
physical systems are described in topological form as edges con-
nected between nodes [ 22,27 . Mathematical representation comes
by means of associating constitutive equations expressing the
physics for each edge. Circuits in which the substitution,

58



800 K. Bubbar et al / Renewable Energy 115 (2018) 797—807

)

Circuit

--% - -|Body 1

= =% - —|Body 1} -'- - -

Thévenin's

M. Simplification

Theorem

Fig. 2. Process of Generating a Phenomenological Equivalent System. a) Kerde's WEC |9 [; b) Falnes” SRPAWEC | 17]; ¢) Single Body WEC |7]. d) SRPA Mechanical Circuit; e) Single

Body WEC Mechanical Circuit,

superposition, and the reciprocity theorems hold are categorized as
linear, satisfy the uniqueness criteria, and are suitable for simpli-
fication through application of Thévenin or Norton's theorems [ 15].

Application of the impedance matching principle first requires
the representation of a physical system as a mechanical circuit,
Accordingly, one method requires recognizing that Newton's Sec-
ond Law in D'Alembert form can be expressed as a restatement of
Kirchhoff's Node law with the orientation of the forces into and out
of a node mathematically described by (5) [15].

S Fin = Fou (3)
i i

Through analysis of a free body diagram, the forces on each body
are represented as forces either entering or leaving each velocity
node, as described in Appendix A. Frequency domain modelling of
WEC systems assumes time-invariance of the system parameters
for cach wave frequency considered. Hence, the forces are con-
verted to impedance format through application of the Fourier
Transform on the time domain constitutive equations and standard
linear mechanical elements are then placed between the velocity
nodes.

It is standard practice to model surface wave hydrodynamic
forces as linear functions of a body's position, velocity and ac-
celeration with frequency dependent coefficients [24]. Such
models lend naturally to representation as circuit elements [14].
Buoyancy, added mass and radiation damping effects are inter-
preted as linear spring, mass, and damper elements respectively.
Wave excitation and coupled radiation forces are modelled as
force sources as they are portrayed as external forces in the
Newtonian free body diagram. The standard mechanical circuit
elements and their constitutive impedance relations are listed in
Table 1 of Appendix B. Mass elements require a single node
connection to ground in order to satisfy Newton's 2nd Law as
noted by the dashed line [15].

The PTO is the internal load responsible for harvesting energy
and is signified as the Generic Mechanical Impedance element
listed in Appendix B. Circuit simplification is completed through
application of series and parallel circuit laws [15] to combine the
mechanical impedance elements. However, the P10 element is

always kept separate.

Thévenin's theorem is applied to the simplified circuit at the
nodes of the PTO by solving for two physical characteristics of the
dynamic system: 1) the relative velocity across the PTO when the
PTO is removed (i, ), and 2) the force transmitted through the

PTO when the PTO is locked (I.:Pm”““)‘ The equivalent phenome-
nological single body intrinsic impedance is then calculated as Z; =

FHO‘M” /1., with the equivalent excitation force equal to I::HO‘ —
[15]. The mechanical circuit representation of the Thévenin
equivalent circuit is E'p]-o'm;y in parallel with both Z; and Zppg as seen
in Fig. 2e and is consistent with the Shock and Vibration commu-
nity [15]. This representation is in contrast to the Thévenin equiv-
alent circuit layouts currently published in the wave energy
community, for which Z; and Zprp are series connected with ve-
locity defined as the through variable [6,25—27]. We will show the
validity of our claim in Section 4.1.

The mechanical circuit framework, combined with application
of Thévenin's theorem transforms a complex WEC architecture, as
shown in Fig. 2a, into an equivalent single body WEC architecture as
in Fig. 2¢. It can be concluded that Falnes’ solution of Py, for the
single body architecture is generic since all architectures can be
reduced to this canonical form. In this generalization, the mechan-
ical circuit framework plays the important role of determining both
Z; and ﬁPTOc::.W in WEC architectures of growing complexity. Once
the circuit is formed, arriving at this conclusion is the consequence
of rote application of well-established concepts.

In Section 3, the mechanical circuit framework is applied to

determine both Z; and Fpp,

elamp

for WEC architectures of increasing

complexity. Section 4 uses these expressions of Z; and I?pmum to
determine Py, and to perform further analyses to reveal operating
principles of these devices.

3. Methods

In this section we explore the potential of the mechanical circuit
technique by progressively modelling more complex WEC
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architectures and determining the expressions for Z; and ﬁmme as
a precursor to the power analyses of Section 4. We start with a
rederivation of Falnes' result for the intrinsic impedance of a
heaving SRPA device. The SRPA system topology is then perturbed
through addition of a new damper element representing linear
viscous friction in parallel with the PTO. A perturbed intrinsic
impedance is calculated, and the physical consequence to power
capture is discussed in Section 4.2, Finally, we employ the me-
chanical circuit technique to model and determine both Z; and
Fp”)amm for a complex WEC architecture in Korde's reaction mass,
force compensated device. This leads to a significant new result, an
analytical expression for the intrinsic impedance for this architec-
ture, for which important insight is developed in the power analysis
of Section 4.3.

3.1. Rederivation of aptimal PTO force conditions for Falnes' SRPA

We begin by reproducing Falnes' result {20) for SRPA devices.
The linear Newtonian dynamics are procedurally converted into a
mechanical circuit through identification of the force components
entering and leaving each velocity node followed by mechanical
component placement between the nodes. The resulting mechan-
ical circuit is represented by Fig. 3a.

Application of the parallel circuit law on Fig. 3a then compresses
the mechanical impedances into equivalent quantities Z.;; and Zygz

defined in (6), with equivalent force inlets F@q] and P[m to the
velocity nodes as detailed in Fig. 3b.

Zogt = Zm1 +Zay +Zpy + Ly +Z;m (6)
Zoqp = Zima + Zpo + Zpa + L2 + Zp2

We seek to isolate the PTO from the rest of the system and apply
Thévenin's theorem across the PTO nodes resulting in the canonical
formn of Fig. 2e. This entails solving for two properties of the dy-
namic system, the free relative velocity difference and the PTO
clamped through-force as described in the following section.

3.L1. Free velocity difference
The free relative velocity is the difference between the velocity
of the float and velocity of the spar when the PTO impedance is

a)

eliminated. The circuit for the free velocity problem is described in
Fig. 4a. Using Kirchhoff's Node Law on each velocity node results
in:

Fex] FC]me + FZeqhwfelNodel (7)

Foor = Fean, + Freqaa INode ®

Substituting the following impedance relations into (7) and {8).

ety = Zclin & Faeqlye = Zeqi it & ez,

= Zcl L & E Zeq2pe Zeq2ﬁ2fm- 9
yields:
Faxt = Zclly,,, + Zeq U1, INoter ao
Foxs = Zctit e + Zoq2 Ui Inoden (1)

Using (10) and (11) to solve for iy, — iiq,, — iy, givesthe free
velocity difference as:

?exi Zqu - Feﬂ Zetﬂ —Zc (fex‘\ + I?EXZJ
Zeq1Zeqz — Z2

(12)

u'J-}‘::‘

3.12. PTO clamped through-force

The clamped through-force is the force developed through the
PTO when the PTO is rigidly secured between the float and spar. The
circuit for the case of a clamped PTO is described in Fig. 4b. Under
the clamped condition, both the float and spar are constrained to
move together and hence there is no relative motion across the PTO
leading to:

a‘l - a2 - ﬂC}ump (13)

Applying Kirchhoff's Node Law on each velocity node results in:

Fig. 3. Mechanical Circuits for Falnes' SRPA Device: aj Full Cireuit; b) Stnplified Cirenil
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u]
e

a)

Fig. 4. Solving for the Thévenin Equivalent System. a) Free Relative Velocity; b} Clamped Through-Force.

ﬁe;ﬂ *;—C‘I»

g

A FPTD\'IU"W - FZEqT ﬂymmlNodL‘\ (14)

Fexa = Feag, = Fr1ogm, + Fzeq2aum Node, (15)

Substituting the following impedance relations into {14) and
(15).

F(‘IMM = Z{‘udump & FZqu(,-a,.? = Zeqlqunmp & FQ(W

= Zfﬁc‘mmp & FZeqzm,.‘,r = quECtamp (16)
yields:
Fe;ﬂ - ZCﬂC[nmp + FPTDC,A,", T Leql ﬂC!amplNade\ (17)
Fexz = ZCaCrmnp - FI"TOdm..p 7Zeq2ﬁflwnJJ|Nﬂd?4 (18}

Using (17) and ( 18) to solve for Fpmm_ while eliminating gy,
results in:

ﬁexl quz - ﬁexzzerﬂ - ZC (ﬁeﬂ + l!A:‘exz)

19
Zeq + 2Zc + Zegp (19)

Fprog,, —

3.1.3. Phenomenclogical single body intrinsic impedance
The intrinsic impedance of the phenomenological single body
system is calculated as:

Zl:q‘l Zch - Z%
Zeqt + Loz + 2Z¢

FPTOm

TFanes Ty

Free

(20)

This result, along with E PO, ANA iir,.,, are in exact agreement
with Falnes’ original findings [17 J.. Fig. 2e depicts the ensuing circuit
representation of the phenomenological single body WEC con-
nected to the PTO load in parallel with the PTO clamped through
force embodying the equivalent excitation force.

3.2. Perturbation of Falnes’ SRPA with coupled P10 friction

Having shown that the technique is entirely consistent with
Falnes’ original derivations, we augment Falnes® original SRPA dy-
namic model with a term representing additional linearized fric-
tion in the PTO (e.g. bearing friction). The perturbation to the
mechanical circuit consists of appending a damper element to
nodes 1 and 2 in parallel with the original PTO impedance, as seen
in Fig. 5.

Fig. 5. Simplified SRPA circuit model with coupled PTO friction.

Thévenin’s theorem is applied ance again to the terminals of the
PTO through solving for both the relative open circuit velocity
difference and the PTO clamped through force.

3.2.1. Free velocity difference
The circuit for the free velocity problem is described in Fig, 6a.
Using Kirchhoff's Node Law on each velocity node results in:

Fo — anzm_" 7Zeq1 Lnh,.;w + Btr(ﬁhm - ﬁZ;mNNude, (21)
Fog = Zelly,,. — Zegpl,... — By (ti1,,,, — Ua,... INode, (22)
For which we can solve for ... as:

. T‘"elez - J?e)(lzeql +Z(‘ (ﬁexl - ﬁexZ)
U2ie = 73
; Zé - Zcqlzeq'z — By (Zt’ql - ZE{JZ, +2Z¢)
(23)

Uppe = Uy, —

3.2.2. PTO clamped through-force

When solving for the clamped through-force (me;p) we note
that under the condition of || Zp¢|| = oo all the force between nodes
1 and 2 passes through the PTO. As such the clamped through-force
mirrors the result in (19) from Section 3.1.2.

3.2.3. Phenomenological single body intrinsic impedance

The phenomenological single body intrinsic impedance is
solved for in the standard manner, We note Z; for this case (24) is
perturbed relative to Falnes' solution (20) by the addition of B
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uClamp

tmp b)

Fig. 6. Solving for the Thévenin Equivalent System of SRPA with FTO Friction. a) Free Velocity; b) Clamped Through Force.

Zuﬂ quz - Z(z‘

FPTD\'.‘WEII _
fi Zeqr +Zegz + 2Z¢

Z= — By (24)

- =By =1,
u Firee Falnes

3.3. Korde's force compensated WEC

Finally, we use of the mechanical circuit technique on a complex
WEC architecture proposed by Korde, shown in Fig. 1¢, which in-
cludes both a reaction mass and an external force compensator [9].
Applying the same methodology to generate the mechanical circuit
from the free body diagram results in Fig. 7, using the parameter
definitions proposed by Korde |9]. The mechanical circuit in Fig. 7a
is simplified through application of parallel (|} and series {"—°)
circuit laws to yield Fig. 7b with new lumpsum impedance terms
(25)and (26). A is the complex impedance of the force compensator
defined as A = /g +i4¢.

Zyim(Zygn = A)

Zea1 (A= Zpse || 1 Zham” =" (Zxm|| )| = Zmac+
eql (4) = Znec|| [Zaim Zxll )] = Znac 7P ——

(25)

quz = Z;.uul ‘Zﬁ‘x ‘ ‘ZMml

With this simplified mechanical circuit established, Thévenin's
theorem is applied once again to the terminals of the PTO through
solving for both the relative open circuit velocity difference and the
clamped through-force shown in Fig. 8.

Ziis = Zuw + Zpx + Zuw + Zus (26)

-

i

a)

3.3.1. Free velocity difference
The circuit for the free velocity problem is described in Fig. 8a.
Using Kirchhoff's Node Law on each velocity node results in:

?7341;,,,, = forr.-a ‘Nudez @7

Fic,. + ?Zqu,.m ~F pINodes (28)

Substituting the following impedance relations into (27) and
(28),

Froqlne = Zeqt Uy & Firn, = Zicc (Uree = Uy, ) & Froqn

- Zeqz l‘-“'Hee (29)
yields:
zeqlﬁt‘nw = ZI(C(ﬁ}i'ee - EIC:,.) ‘Nude;_ (30)
Ziec(Upree — Ucy,,,) + ZegaUpree — ?D‘ije] (31)
For which we can solve for i, as
) - - FpZ
Urg,, = Upee — Ug,,, ¢ (32)

" Zke (Zerﬂ + Zoga) + ZeqnZegz

Fig. 7. Mechanical Circuits for Korde's Device: a) Full Circuit; b) Simplified Circuit.
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3.3.2. PTO clamped through-force
When solving for !:'pm(,m we note that, under the condition of

|1Zproll = oo, all the force between nodes 2 and 3 in Fig. 8 again
travels through the PTO. Applying Kirchhoff's Node Law at each
velocity node results in:

Flfql(':mp = F}"‘Umm_n‘Nude;, (33)

Fplnote, (34)

Substituting the following impedance relations into (33) and
(34),

F POy +F, Zeq2eummy

F Zee camy — Zerﬂ ﬂ(‘!amp &F Ze2cigmp — Zeqzﬂ{‘l'amp (35)
yields:

Zcq1 ﬁﬂamp FPTDan ‘Nodez (36)
FP!U”W, + Zeqzﬁcimnp = FD'NUdF] (37)

Using (36) and (37), ﬁ:’wgm..,, is isolated:

T r J'Jzeql

F [ L 38
FlOci Zeql =+ Zeqz ( )

3.3.3. Phenomenoiogical single body intrinsic impedance
The solution for Z;(4) is independent of constraints on the force
compensator and is derived as:

ﬁHO - Zegt (M)Zegp
ZijAy = e o ST L e (39)
' Urpyer Zqu (A4) - Zeq2
Through rote application of the mechanical circuit methodology,
Korde's advanced WEC has been represented in the canonical form
of Fig. 2e as the previous examples.

4. Discussion

To generalize our findings, we explicitly note Thévenin's theo-
rem was successfully applied to all three WEC architectures
described in Section 3 regardless of topological complexity,
yielding the canoiical form represented by Fig. 2e. In the following
section, we now use these algebraic equations for Z; and Fpm”m
from Section 3 to build analytical expressions for Py, that can be
mined to establish important design principles applicable to linear

uf.l'll
mp b )

Fig. 8. Solving for the Thévenin Equivalent System for Korele's WEC. a) Free Relative Velocity; by Clamped Through-Force,

WEC architectures. In the case of Falnes’ perturbed SRPA we analyse
the influence of introducing linear viscous friction in the P10,
leading to a counterintuitive condition on the optimal PTO force
response. We then examine our generalized solution of Py, for
Korde's WEC and expose an important technical trade off in
implementing a force compensated platform [9].

4.1, Phenomenological equivalence

In Section 3.1 we used the mechanical circuit framework to
reproduce Falnes’ results for Z; ?pmrw, and iiy,,, for the SRPA ar-
chitecture, thus validating the methodology. In Section 2 we pro-
posed a Thévenin equivalent single body mechanical circuit as
viewed in Fig. 2e, but noted discrepancies with what is currently
published in the wave energy literature |6] |25|,— |27]. We show
here how our Thévenin circuit topology is consistent with Falnes’
formulations based on his original choice in defining mechanical
impedance as the ratio of force to velocity [14], [15].

The time average power captured by a SRPA WEC per excitation
frequency is described by (40) [17].

1
Py = Egze{zpm}\urﬁ (40)

‘We note that Py, is determined from {40) when Falnes’ elegant
rile is enforced. This requires determining the optimal relative
velocity (ﬂrm ) that results when imposing ( 1). To validate our claim,
we will reproduce (3) using (40), (1), and the mechanical circuit
framework on our proposed Thévenin equivalent circuit, shown in
Fig. 2e, for the case of complex conjugate PTO force control.

Applying Kirchhoff's Node Law at Node 1 of Fig. 2e yields.

Frrogu, = Fi + Frro (41)

Substitution of the following impedance relations into (41):

F; — Ziiy & Fero — Zprolir (42)
yields:
Frronm, = Zitir + Zeroliy (43)

and rearranging (43) to solve for i,:

F P00

“Z=Zmo (44)

I

By enforcing (1) on (44), the optimal relationship between the

relative body velocity and the equivalent excitation force described
by (45) is achieved |17].
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Foron
= Shes (45)

U

Substitution of (45) and [ 1) into {40) leads to (46) the maximum
power captured under optimal complex conjugate PTO force
control.

¥ 2
[Frroa...|

Poier = “Frerzy (46)

This matches (3} and is in alignment with Falnes result for the
SRPA architecture, and thus validates our claim on the canonical
form shown in Fig. 2e | 17]. Using the same argument for the optimal
amplitude condition by enforcing (2] on (44) while substituting
into (40, the same conclusion can be analytically derived for an
optimal passive PTO in (4],

To optimize a WEC architecture for evaluating the power capture
performance ceiling Py, |opr. @ mechanical designer can: 1} build
the associated mechanical circuit; 2} determine both Z; and ?pm\_h
threugh application of Thévenin's theorem; 3} use (3) or (4] o
calculate Py, for this architecture; and 4) form and solve the ge-
ometry control optimization problem using Py, to search for
Py |ope via the geometric parameters.

4.2. Perturbed SRPA with coupled PTO friction

In Section 3.2 we maodified Falnes SRPA architecture by adding a
linearized friction component in parallel with the PTO, because any
mechanism providing coupling between wave activated bodies and
the PTO will be subject to friction. We compare {20 with (24, to
investigate what implications neglecting friction has on optimal
PTO force control.

The impedance for a linearized PTO may be represented math-
ematically as the generic complex quantity in (47).

Zpmp = Rpmp + Xpo (4?)
The application of complex conjugate control to this architecture
requires enforcing (1) on (24 yielding:

Zoo, =7, =7,

i bpaines T Br, (48)
Since the linear viscous friction is real valued, the complex

cenjugate and the original are the same (B = Bg ) hence:

Re{Zy,..} +Br (49)

In pragmatic language, in order to apply the complex conjugate
impedance matching constraint (1), Rprg,, must increase, rather
than decrease, with the increasing resistance offered by friction
Bgr. This is not a physically intuitive result, but is necessary for
application of optimal FTO force control in frequency domain
madels.

In perferming experimental trials on a physical SRPA device, it is
inadequate to apply Falnes' original result (20} verbatim. As the
friction in the PTO increases, so must Rppg,, to maintain the optimal

Rero,,,

condition. If the linearized viscous friction is ignored, the result
leads to an unmatched power transfer condition and ultimately
yields to power loss at the WEC-PTO interface.

4.3. Korde's force compensated WEC

In Section 3.3, we modelled a complex WEC architecture pro-
posed by Korde, built the canonical form, and determined both Z;

and i-",.mrrm. A simplified expression for Py, in(50] is generated
by substituting (38) and (39} into (46) along with rudimentary
algebraic manipulation.

.ﬁ‘D |2 ch1 |2

E) E)
Az | T | |2, 2
Aefo| ea| 717

[Zusm+ 2+

(50)

Pl (1) =
8

In (50) the geometry control optimization problem only has a
single degree of freedom: the force compensator impedance (A1),
Assuming the force compensator does not inject real power into the
system (e Ag = Ois satisfied ], it is clear by observation that Py, .,
is optimized when .1z = 0. Subsequently, Py, .. becomes (51)
which is consistent with Korde [2].

[Fo*
87,0

Ptygiers lopt (51)

This means that Py, |se 15 independent of ¢ the power
capture ceiling given in (51 ) does not depend on the reactive power
injected by Korde's force compensator, and the force compensator
is seen to not produce any performance improvement. Thus Zprg,
is not unique, but is dependent on ¢, Py, lopr 15 inde-
pendent of the presence of the force compensator.

In Korde's work, the nature of the simultaneous analytical
optimization of both the PTO and geometric parameters masked
this independence. Korde imposed a secondary objective {holding
the platform stationary: iie = 0} that constrained his solution space
to a particular point in this infinite set (51) [9]. This constraint
created the illusion of an optimal setting of Zprg,_, when in reality
(51} could be achieved through an infinity of possible cases. Hence,
the mechanical circuit framework has simplified the optimization
procedure by enforcing the master-slave relationship, and revealed
the true relationship between Ac and Py, |one, without requiring

either numerical specification of the system parameters, or the use
of numerical optimization techniques.

Further, the generality of (25] allows us to determine and apply
Korde's secondary objective through mere ohservation and, unlike
Korde, without calculating the complex body velocities. Applying
insight from Falnes [ 17], the platform remains stationary subject to a
finite external force excitation f-",m only if Z,p = o, therefore from
(25], this requires A |;‘-{_" = —Zpgm — L (€L 129) [9]). Through sub-

stitution of this condition into both (35} (39) and application of (1),
our solutions collapse to the results predicted by Korde (cf. (41) [9]).

FPlogu, = Fo & Zpr0,, = Zim (52)

A physical explanation of the independence of Py, |gpe and A
follows. Korde's force compensator only injects reactive power into
the system. With the PTO operating in optimal complex conjugate
control mode, the PTO is able to adapt to the conditions imposed by
the force compensator to guarantee resonance, through enforcing
the master-slave relationship, always ensuring maximum power
capture. Thus, as noted in (51), A¢ is not serving Py, o0, . but
rather responsible for keeping the platform stationary while
optimal power is being captured. In employing a constrained
multivariate analytical optimization methedology, Kerde was un-
able to recognize that the stationary platform was not a prerequi-
site to achieving optimal power capture.

Insight into these dynamics are only uncovered through explicit
separation of the optimal PTO force and geometry control problems
offered by the mechanical circuit framework.
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5. Conclusions

To be a competitive form of renewable energy, WEC conceptual
design convergence must be achieved and further research efforts
need to focus on areas with promising performance. To encourage
the identification of WEC architectures which support this goal, a
systematic methodology using the mechanical circuit framework
has been proposed which builds on the fundamental contributions
of Falnes to optimal PTO force control already widely accepted in
the wave energy community. Through generalizing the application
of Thévenin's theorem to WEC architectures of infinite complexity, a
method to establishing the power capture ceiling for any architec-
ture has been identified, thus enabling objective comparisons and
promoting convergence.

In this paper, we have used the mechanical circuit framework to
reproduce Falnes' seminal results on the SRPA architecture, and
successfully applied the framework on both a perturbed SRPA ar-
chitecture with viscous friction, and a complex WEC architecture
proposed by Korde. Important insights into the WEC system dy-
namics have been exposed through enforcing the master-slave
relationship between the geometry and IO force parameters,
thus reducing the degrees of freedom of the optimization and
shrinking the solution space. Our application of mechanical circuits
has been to provide analytical insight at the WEC architecture level.
However, once Py, |op is established for an architecture, substitu-
tion of device parameters into the canonical form, provides a means
of comparing the performance of a device configuration against the
absolute metric Py, | o and will be the subject of future work.

force, velocity, and linear translational components are replaced
with their rotational counterparts (22,28 In WEC architectures,
designed using multi-physical domains (e.g. mechanical translation
and rotation), transducer components are required to interface the
domains [22].

Ultimately, the objective of this work is to present a method-
ology used to determine the optimum device configuration in a class
for a specific wave climate, by evaluating and comparing Py, op
for all feasible archirectures within a class. Such a universal meth-
odology does not currently exist.
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Appendix A. Generating a mechanical circuit from a free body
diagram

The motivation of this Appendix is to describe the detailed
process of generating the mechanical circuit representation of a
WEC from a Newtonian Free Body Diagram. We use Falnes’ well-
established two body SRPA WEC as our example along with his
associated hydrodynamic and external force definitions [17].

Fig. 9. Generaling a Mechanical Circuil. a) Free Body Diagram of SRPA WEC; b) Full Mechanical Circuit of Body 1; ¢ Reduced Mechanical Circuil of Body 1.

The methodology presented in this work, has been applied to
heaving WEC architectures only, however the technique can be
readily employed to a variety of WEC designs and, thus, is an
inexpensive means to coarsely evaluate, optimize, and compare the
performances of competing concepts, early in the development
phase of a WEC device. In particular, linearized pitching WEC ar-
chitectures may be modelled using the same formulations, where

From FBD for Body 1:
Zﬁﬂudﬂ = *ﬁm — Fy1 = Fry = Fer = Fpt — Fpro =+ Fan
- }:rm
(53)
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Substitute impedance form for each force into (53) and rear-
range so all terms are positive.

Fox = Zum iy = Zug iy + Zi iy = Zia iy = Zin iy = Fey
+ Zym(ﬁ] - ﬁz) [54)

Noting Kirchhoff's Node Law (5), on the left side of (54), Fent
points into the i, velocity nade while all the forces on the right side
point out of iiy. Fyyg also points into the ii velocity node. Using this
information, we sketch the mechanical circuit and place the
impedance blocks as in Fig. 9b. We explicitly note mass elements
require one node connected to ground and results with the mass
elements in parallel with the remaining impedance network.

Utilizing the parallel law for combining impedance elements,
we achieve our simplified mechanical circuit in Fig, 9¢. The same
approach is repeated for Body 2 and the circuit is appended with
additional impedance blocks yielding the final mechanical circuit
displayed in Fig. 3b.

Appendix B. Table of mechanical circuit elements

‘The following table contains a description and pictorial repre-
sentation of the mechanical circuit elements considered in this
body of work alongside the mathematical constitutive impedance
equations.

Table 1
Mechanical circuit elements,

Element Description: Circuit Element Constitutive Fquation

Generic Mechanical '~ y Fiwsi
Impedance Fle) () = alash Wi
{7
() 1, ()
External Force Source F (o), Fxlto) = Zg, fe) iy (o) — figfo)]
th () iy (@)
Irlesal:m}:v;chanical F-'.fw} Z4w) _g
Fta) = Zylea) iy 00 — fipfe)]
_|_. Z, () + :
(@) intw)
Ideal Mechanical . 2yl = b
Flao b
Damper b l Fip(ta) = Zy e[y (1) = Tzfen)]
4 Z@) 4
iy () iy (@)
Ideal Mechanical B re Zmlta} = itam
Mass Fulw) o Frafes) = Zunea) [ (9]
T
i () ity ()
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HIGHLIGHTS

* Proposed a new analytical power capture bound for SRPAs based on dynamic response.
# Proposed a new constraint equation relating the optimal float 1o spar impedance.

* Numerically demonstrated how the bound can be approached.

# Introduced inerters to wave energy community o implement optimal geometry control.
# Proposed a new condition for null power capture of SRPAs based on geometry control.

ARTICLE INFO ABSTRACT

Keywords: Tobe a ¢ itive supply of r ble energy, the power capture performance of ocean wave energy con-
Self-reacting point absorbers verters must improve, This requires that wave energy converter designers identify and invest resources to de
Power caprure limit velop devices that exhibit a strong Technology Performance Level early in the development process. We contend

Geometry control
Mechanical circuits
WEC canonical form
Impedance matching N R o
Thévenin's theorem components known Lo be essential o optimizing performance but difficult o envision for complex WEC ar-
Inerter technology chitectures.

In this work, we develop and demonsirate a procedure, built en the mechanical circuit framework, to identifly
this upper bound for a sclf-reacting point absorber with an inertial modulation mechanism performing the
geometry contral. We illustrate how the analytical procedure generates generie design guidance, required to
achieve the bound, without committing to a specific technology. We follow by formally introducing a new
technology into the wave energy community, the inerter, capable of implementing the design guidance to enact
the required geometry control. Finally, we apply the analytics within a numerical case study of a previously
published wave energy converter configuration, and compare the power capture production of that device to one

that completing this identification process at the conceptual design stage requires a generalized method to
establish the power capture upper bound for any given wave energy converter architecture. This upper bound
must refleet simultancous implementation of both optimal geometry control and power take-off foree control -

with equivalent hydrodynamics, but with the new geometry control feature set suggested by the new
procedure. Our analysis reveals the potential for a ten-fold increase in power capture even under siringent
relative displacement constraints.

1. Introduction Converter (WEC) devices is challenged by a dispersion of finite re-
sources developing conceptually diverse WEC designs, thus impeding

Per unit arca of ocean surface, the energy density of the conven- convergence on a single design architecture as witnessed in the wind
tional wave energy transport is understood to be ten times greater than energy sector [7-10]. To promote design convergence, Weber in-

the equivalent solar energy flux [1]. The annual offshore global wave troduced the Technology Performance Level (TPL) metric [11] and
energy resource is estimated to vield 16,000 TWh of energy, and this emphasized the importance of assessing TPL carly in a development
abundant availability has sparked further demiled resource forecasting program to identify technologies with a strong predicted performance
studies [2-6]. However, the path to commercialization of Wave Energy once in their commercial state [12]. Robust TPL assessments are necded

= Corresponding author,
E-mail oddress: kbubbar@uvic.ca (K. Bubbar).

hteps://doi.org/10.1016,7.apencrgy. 2018.06.000
Received 28 January 2001 8; Received in revised form 14 May 20018: Accepred 20 June 2018
OI06-2619/ © 2018 Elsevier Lid, All rights reserved,



K Bubbar, B. Buckham

Applied Energy 228 (3018) 324-338

Nomenclature
Acronyms

FTO
SRPA

Power Take-Off
Self-Reacting Point Absorber

TPL Technology Performance Level

TRL Technology Readiness Level

WEC Wave Energy Converter

COE Cost of Energy

Parameters

g transmission ratio

a ratio of bounded to unbounded displacement amplimude
excitation angular frequency of the incoming wave ele-
vation time series {rad/s)

E.u. B complex amplitude of hydrodynamic excitation foree on
float, spar (N)

i complex force amplitude exerted by Force Source 1 (N)

E complex force amplitude exerted on the intrinsic me-
chanical impedance of the WEC {N)

E;,df complex reaction force amplitude exerted by the inerter
(N)

Boro complex force amplitude exerted on the PTO {N)

?pmmw complex force amplitude exerted on the PTO when the

magnitude of the PTO impedance is infinite {N)

qul. E,qz complex force amplitude exerted on the equivalent float,
spar {N)

Pgw,«. E,qzlm complex force amplitude exerted on the equivalent
float, spar when the PTO impedance is zero {N)

ﬁzgqlt—,..w ﬁ'aq:m,.,}, complex force amplitude exerted on the equiva-
lent float, spar when the magnitude of the PTO impedance

is infinite (N)
J moment of inertia of the inerter Alywheel (kgm?)
ky linear spring stiffness coefficient coupled between the spar

and reaction mass {N/m)
my, mz, ms mass of the float, spar, and reaction mass (kg)

i inertance of the inerter (kg)

e e optimal inertance to maximize power capture (ka)

Py average useful power capture per excitation angular fre-
quency (W)

Pryge average useful power caf per itation angular fre-
quency under complex conjugate PTO force contral {W)

Pryguar  Average useful power capture per excitation angular fre-
quency under amplitude PTO force control (W)

Prysg e average useful power capture per excitation angular

freq) v under pl jjugate PTO force control and
aptimal geometry control (W)

B5 stroke limit constrained average useful power capture per

excitation angular frequency (W)

resistance of equivalent spar required for null power

capture {Ns/m)

optimal resistance of Force Source 1 to achieve the power

capture limir (Ns/m)

i, fi, B complex velocity amplitude of float, spar, and reaction
mass {m/s)

fiyy, s fizy,,, complex velocity amplitude of float, spar, when the PTO
impedance is zero (m/s)

Ré@ulr_

Resiup

Bevamp complex velocity amplitude of float and spar, when the
magnitude of the PTO impedance is infinite (m/s)

ity complex relative velocity amplitude between the float and
spar {m/s)

Hirpe complex relative velocity amplitude between the float and
spar when the PTO impedance is set to zero (m/s)

- complex optimal relative velocity amplitude between the
floar and spar when the complex conjugate impedance
matching conditions are satisfied {m/s)

Xen reactance of the Equivalent Mass of the spar (Ns/m)

Xegzmin of the equivalent spar required for null power
capture {Ns/m)

Xrse  optimal reactance of Force Source 1 required to achieve

the power capture limit {Ns/m)
Z, R, X generic mechanical impedance, resistance, and reactance

{Ns/m)

Zan, Zaz hydrodynamic added mass impedance of float, spar (Ns/
m)

Zoyy, Zzap hydrodynamic radiation damping impedance of float, spar
{Ns/m)

Zp coupled radiation impedance between float and spar (Ns/
m)

Zopy Zogr equivalent impedance of float, spar (Ns/m)

AT optimal equivalent impedance of the spar required o
achieve the power capture limit (Ns/m}

Zy Xem impedance, reactance of force source 1 (Ns/m)

Z intrinsic mechanical impedance of the WEC (Ns/m)

Zpy, Zy: hydrostatic buoyancy stifiness impedance of float, spar
{Ns/m)

Zuste Loy £y mass impedance of float, spar, reaction mass (Ns/m)

ey inerter mechanical impedance (Ns/m)

Lz impedance of combined spar mass and spar hydro-
dynamics (Ns/m)

Zero PTO mechanical impedance (Ns/m)

1o focus resources on developing complex WEC innovations with strong
predicted power capture that, while challenging to perfect, are essential
to long term techno-economic viability.

We contend that the importance of identifying these innovarions
cannot be understated. At present, for ocean wave energy (o be a cost
competitive source of renewable energy, the current cost of energy
{COE) must be reduced by a factor of two [13]. Such drastic cuts in COE
will not come solely from economies of scale in the manufacturing
process — disruptive changes in WEC architectures (i.e. design topolo-
gies) that induce step changes in performance need to be discovered.
The search for these new WEC archifectures requires casting a wide net
over the conceptual design space. Thus, a fast, accurate and sufficiently
general method to establish the best possible TPL (i.e. the power capusre
upper-bound) of a new WEC architecture during the conceptual design
stage {e.g. at low Technology Readiness Level) [11] is needed to steer
WEC developers to converge towards promising innovations,

‘The goal of this work is to demonsirate the process of determining
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this power capture upper bound through a case study using the well-
known Self-Reacting Point Absorber (SRPA) WEC architecture. In this
case study, we will: (1) establish an analytical method to determine a
new analytical upper bound for the “hydrodynamic wave power ab-
sorption” [12], {2) create generic design guidance in the form of an
analytical expression detailing the constraints between hydrodynamic
and inertial properties of the WEC that are essential to achieving the
upper bound, {3) use this design guidance to propose a new technology,
the inerter, to implement the predicted power capture improvements,
and {4) examine how this generic design guidance can steer the dis-
covery of new technology innovations for wave energy converter de-
sign.

L1, Analytical methods

The typical design process for WECs follows by selecting: {1) a WEC
device class based on operating principle (e.g. oscillating surging flaps),
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{2) an appropriate WEC architecture {e.g. bottom mounted oscillating
surging flap), {3) a set of physical specifications leading to a specific
WEC configuration (e.g. Oyster™ or Wave,0™). To ensure that the de-
cisions made in the progression from architecture to configuration do not
unnecessarily erode TPL, the analytical upper bound on power capture
specific to a single architecture should be determined. This upper bound
is used to both expose key relationships between features {e.g. Which
configuration will realize the best possible performance?) and to nu-
merically assess the consequences of logistical and heuristic constraints
(e.g. How does the best possible performance degrade if we compromise
a certain physical specification?). In short, establishing analytical upper
bounds on power capture should initiate the climb up the TPL ladder.

To be relevant, the analytical bound must be based on realistic
hydrodynamics and the implementation of optimal PTO force control.
Falnes derived the analytical expressions for the optimal power capture
of the single body point absorber architecire based on dynamic re-
sponse, through forming a mechanical impedance matching problem
between the power take-off (PTO) and remaining WEC [14]. He later
extended his results to the SRPA architecture through application of
Thévenin’s theorem and transformed the SRPA into a phenomen-
ological equivalent single body point absorber [15]. Bubbar et al. [10]
extended Falnes' solutions by introducing the mechanical circuit fra-
mework as a means to represent and apply Thévenin's theorem to WEC
architectures of greater complexity. The process proposed by Bubbar
et al. was comprised of: (1) reducing the complex WEC architecture in
question {e.g. a WEC comprised of several articulated bodies) into a
canonical form — a phenomenological equivalent single body WEC, {2)
uging that canonical form to automatically enforce well understood
constraints between the PTO parameters and the WEC's physical fea-
tures {ie. the master-slave relationship described in Section 1.2) and
determining analytical expressions for the complex architecture’s power
capture when these constraints are satisfied (i.e. Py, . defined in Sec-
tion 2.1), and {3) analytically optimizing these power capture expres-
sions over the WEC physical design space 1o yield a power capture
upper bound {i.e. Py, |y also defined in Section 2.1) that can be
achieved by a subset of configurations within the complex architecture
[10].

However, while the process outlined by Bubbar et al. in [10] can
identify the power capture upper bound for a WEC architecture, it re-
maing to illustrate how the process: (1) yields insight on how the WEC
physical parameters must be changed, or runed, across wave fre-
quencies o achieve the upper bound, and (2) identifies technologies
that can enact such tuning, also referred to as geometry control - a term
formally introduced by Price [16].

1.2, Geometry control, PTO force control and WEC resonance

WEC devices modelled in the frequency domain are linear under-
damped vibration systems comprising the linear mechanical elements
of masses, springs, and dampers. These mechanical elements are de-
fined by their mechanical impedance relations, and system topologies
{i.e. arrangements of these mechanical elements) may be developed and
analyzed using network synthesis methads [17]. In this way, the PTO is
repr 1 as a g lized complex impedance element. For the
simplest form of a WEC, a single body point absorber, the maximum
power capture occurs when the complex-conjugate PTO force control
constraints are enforced [14,18,19]. Under complex-conjugate PTO
force control, the single body point absorber enters into a resonant state
with respect to the incoming wave excitation force. However, for an
underdamped system, resonance alone does not guarantee that the
global power capture upper bound is achieved. The resonant condition
is rather a prerequisite: a WEC operating in a resonant state reveals a
local optimal power production for a given set of WEC physical, or
geomelric, parameters. To attain the global upper bound on power
capture, one must implement a feature set in the design that permits
active WEC geometry control, and then ensure that the PTO parameters
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follow the geometric parameters according to the complex-conjugate
constraints. This intrinsic rule was coined as the master-slave relationship
by Bubbar et al. [10]. We note that discrete control methods such as
latching [20-22] and declutching [23] may be used to perform the
required intervention at the PTO, but are not considered in this work. A
concise overview of these PTO force control methods can be found in
Ringwood et al. [24].

As an example, consider a heave constrained single body point ab-
sorber with a PTO operating under complex-conjugate control. By de-
finition, the PTO mechanical impedance is conjugately matched to the
resistance and reactance of the floating body in heave. If a geometry
control feature set is impl 1 that infl es the heave mechanical
impedance of the floating body, the PTO (slave) must adapt to the
changes exhibited in the floating body {master) to maintain the com-
plex-conjugate control conditions and maximize power capture [10].
Similar observations have been expressed by Garcia-Rosa and Ring-
wood through numerical simulation of WEC configurations [25]. To
summarize, achieving the power capture upper bound requires that: {1)
a WEC architecture containg a feature set implementing geometry
control, (2) the PTO impedance is set according to the master-slave
relationship at all frequencies of operation, and (3) the geometric
parameters are selected o maximize power capture whilst the master-
slave relationship is enforced, resulting in optimal geometry control.

1.3, Objectives

In this work, we use the power capture upper bound to build the
rationale for a Derived SRPA WEC Architecture shown in Fig. 3a. The
Derived SRPA Architecture is similar to a standard two-body SRPA in
Fig. 3b, but includes a generic foree source internal to the spar that
provides the means to enact the required geometry control. This feature
is similar to thar used by Korde [26- 28] and injects reactive power into
the system (o alter the velocity phase profile of the SRPA’s two rigid
bodies. This force source is one of a variety of schemes for enacting
geometry control that have been proposed in literature, which include
reaction masses [26-29], variable wetted geometry [30-34], variable
fluid ballast [35], and negative spring technology [26.37]. The goal is
to establish conditions on the geometric parameter, the generic force
source reactance, that ensure optimal geomenry control, demonstrate
how a specific Inertial Modulation mechanism satisfies these conditions,
and assess how that mechanism improves performance by expanding
the otherwise narrow response bandwidth of the conventional SRPA
[8]. Inertia Modulation schemes in SRPAs are not new, but have been
restricted to methods that alter the physical [26,29,25] and/or added
mass [30] of the device spar. For this work, we expand this definition to
include mechanisms capable of manipulating the mechanical reactance
of the spar.

To these ends, the manuscript is organized as follows. Section 2.1
briefly reviews the mechanical eircuit framework and how the master-
slave relationship is robustly enforced by exploiting the canonical form.
Section 2.2 describes the mechanical element that will be core to the
Inertial Modutation mechanism - the inerter. Section 3 presents the De-
rived SRPA WEC Archirecture and the reduction of that architecture into
the canonical form. Section 4 outlines the construction of the power
capture upper bound for the Derived SRPA WEC Architecture, the iden-
tification of the necessary conditions on the force source reactance to
achieve the upper bound, and concludes with a discussion of how the
force source manipulates the Effective Mass of the spar. Section 5 pro-
vides the results of a numerical case study; the physical parameters of a
1:25 scaled rwo-body SRPA device first reported in [38] are adopted
and the analytical predictions on performance are compared to tank test
data. Then, the analytical developments are used to determine the
performance improvements that can be realized through the im-
plementation of an inerter based Inertial Modulation mechanism as ap-
plied to that specific SRPA design in a manner first proposed by Beatty
et al. [39] using a flywheel mechanism internal to the spar. Finally,
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Section & will focus on discussions based on observations in the nu-
merical case study of Section 5.

2. Theory

‘Thiz section focuses on an overview of the mechanical circuir fra-
mework as applied to representing the dynamics of a WEC architecture,
followed by exploiting the canonical form to enforce the master-slave
relationship between the PTO force parameters and geometric para-
meters; and concludes with formally introducing inerter technology and
its application to WEC converter design.

2.1. Mechanical circuit framework

‘The mechanical circuit framework allows WEC architectures of ar-
bitrary complexity to be represented as a topology of linear mechanical
impedance elements with terminals connected at common nodes. For a
mathematical model of the heaving single body paoint absarber WEC
architecture in Fig. 1, Falnes [14] identified that complex conjugate PTO
force control is enabled when Eq. (1) is enforced on the PTO mechanical
impedance, leading to optimal device motion deseribed by Eq. (2), re-
sulting in Py, in Eq. (3), for which the master-slave relationship is en-
forced giving the optimal power capture at a given wave frequency for a
given set of geometric parameters [15,40]. Optimal geometry control is
determined by further optimizing Eq. (3) via the geometric parameters
defined in the excitation force (fmﬂmp) and the intrinsic impedance
(Z)[15], vielding the power capture upper bound Py, o [10].

Z ety = 2, * = complex conjugate )
6 = ﬁm}c‘m}:

" 2Me(z) @)
P om0 s

™ TSz} @

For more complex heaving WEC architectures, once the mechanical
cireuir rep ion is blished, application of Kirchhoff's [17,41]
conservation laws and Thévenin's [17.42] equivalent circuit theorem
can transform the circuit representation into a canonical form that is
common to all WEC architectures. The que is limited to linear
frequency domain representations of the WEC dynamics, but within this
limit it allows Falnes’ impedance matching technique [15,40], which is
based on the canonical form, to be applied 1o WECs of infinite topolo-
gical complexity [10].

In this work, we use the 1 cirenit f rk to determine
the canonical form for the complex Derived SRPA WEC Architecture
{defined in Section 3), for the basis of imposing the master-slave re-
lationship, and analytically determining the power capture upper bound
(Pigger lopr) [10]. We note, alternative network based methods have also
been proposed in literature with the goal of representing multi-physical
WEC models [43-46].

2.2, The missing mechanical element — Inerter

In the analogous electrical domain, Bott and Duffin [47 48] proved
that any arbitrary driving point impedance could be synthesized using a
combination of inductors, capacitors, and resistors, as there are no to-
pological limitations on how these elements are connected. The same
conclusion does not hold for systems in the mechanical domain when
only considering mass, spring, and damg | 5 as, v,
mass elements require one terminal referenced to ground to ensure an
inertial reference frame for Newton's Second Law to hold [17,48) WECs
modeled with these standard mechanical elements establish the i
trinsic impedance (Z,), while the PTO impedance (Zero) is set from Eq.
(1) to ensure device resonance. Now, add in geometry control, which
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maximizes the power capture by altering Z, at each frequency, and we
can appreciate the complexity of the master-slave relationship. Further,
since 7, and Zppy are both driving point impedances, their operating
ranges are limited when only considering the mechanical mass, spring,
and damper elements, yielding additional complexity.

‘This limitation was resolved with the introduction of the inerter by
Smith 48], as the true mechanical analog to the electronic capacitor,
and subszequently labelled as “the missing mechanical circuit element”
[49], Ideal inerters are described as a linear two terminal mechanical
impedance element that apply an opposing reaction force proportional
to the difference in acceleration as measured at the device terminals.
‘The proporticnality constant, known as the inertance, has SI units of
kilograms, and is denoted as m in this work. Inerters physically op-
erate by converting the relative translating motion measured at the
device terminals into rotating motion of a flywheel using an appropriate
power transmission mechanism as seen in Fig. 2,

Fig. 2 illustrates the function of an inerter. The pinion and flywheel
are constrained to move with terminal 1, while the rack is secured
terminal 2. The flywheel only rotates when there is relative motion
between terminal 1 and terminal 2. Assuming there is relative motion
between the terminals, the rack drives the pinion gear, which drives the
flywheel. The reaction force exerted by the inerter is proportional o
both the gear ratio between the pinion and flywheel, and the moment of
inertia of the flywheel. If we consider terminal 1 and terminal 2 oscil-
lating out of phase at the same frequency, the flywheel acts as a tem-
porary storage device for mechanical energy, and thus is capable of
influencing the relative phase of motion measured between the term-
inals.

In general, the inertance of a device can be calculated as the product
of the transmission ratio squared (%) with the moment of inertia of the
flywheel (J) as described in Eq. (4) below [50]. Devices which manip-
ulate the inertance online do so by either varying the transmission ratio
(£) or the moment of inertia (f) of the flywheel, and are collectively
known as semi-active inerters [51].
My = FA 4

For an underdamped, sinusoidally excited vibration system, the in-
erter induces a phase delay between the reaction force and the relative
translational velocity as measured through and across its terminals re-
spectively, similar to a mass element. Currently three inerter concepts
exist: (1) rack-and-pinion [48], (2} reverse-driven ball screw [49], and
(3) hydraulic [52], for which the physical embodiment of £ varies with
each design. The inerter is represented in the mechanical circuir fra-
mework as a flywheel with the frequency domain constitutive equation
described in Table 1 below [48].

By introducing the inerter element in partnership with spring and
damping elements into the spar design, then any sinusoidal reaction
force source signal can be replicated by this passive mechanical net-
work. In this work, we will configure the Derived SRFA WEC Architecture
with an inerter device to approximate the force source reactance

Foe,

a)

Fig. 1. Single body point absorber. {a) Mechanical schematic; (b) mechanical
circuit.

b)
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rack pinion
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flywheel

terminal 2 terminal 1

Fig. 2. Schematic of a Rack-and-Finon Mechanical Inerter. Adapted from Smith
[48].

Table 1
Mechanical circuit element for the inerter.

Elament Cireult alement Constinutive equation

deseription

Inerter

Ly ()
.F".,..p{u)

Zrngy (w0, M) = lomgy ()
Fragy (00) = Zrncgy (00) [ (o)~ 853 ()]

diyfea)

required for enacting geometry control. If the inertance is selected opti-
mally, we will achieve the power capture upper bound (ﬂmul,,p_-).

3. Derived SRPA WEC Architecture

We explore the influence of geometry control on the Derived SRPA
WEC Architecture in Fig. 3a, through establishing a power capture ex-
pression (P, ) subject to enforcing the master-slave relationship, Both
architectures in Fig. 3 contain tunable reactive PTOs and, thus, are
capable of operating in complex conjugate mode [15], while the spar in
Fig. 3a contains, in addition, an internal suspended reaction mass. To
compare the Derived SRPA WEC Architecture against an SRPA archi-
tecture without a geometry controllable feature set, we define Fig. b as
the Original SRPA WEC Architecture.

We initially consider a reactive force source (ri::gl), interfaced in
between the reaction mass () and spar () in Fig. 3a, that can exert a:
(1) constant force capable of suspending the reaction mass at the
equilibrium ravel pusulon of the slider joint when the WEC is sta-
tionary; {2) superi 1 unbounded hromatic si idal force
at the excitation frequency of the ocean wave. This sinusoidal force is
proportional to the relative complex amplitude velocity difference
(fi;—H;) measured between the spar and reaction mass, as deseribed
mathematically by Eq. (5).

Fosy = Zps (= 10) (5)

Using the method proposed by Korde [26], the resulting foree may
be characterized by the following generalized impedance in Eq. (6),
which is controlled by the reactive parameter Xps .

Zpgy = Kpn ©)

‘The role of the force source is to maximize the power captured by
the PTO through influencing the dynamics of the spar, leading to
FPiygoe lope- I achieving this state, we are interested in both the power
capture response, as well as the requirements on the force source.

We choose an SRPA design for which the coupled radiation forces
are known to be negligible {cf. Appendix E [53]). This WEC architecture
may be considered a hybrid of Falnes” SRPA [15] combined with a
reaction mass system similar to Korde [26.28], and French [29]
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contained within the semi-submerged spar.

‘The procedure for analytically determining FPry,,, follows by: (1)
generating the mechanical circuit for the WEC architecture as in Fig. da;
{2) simplifying this architecture through application of parallel || and
series (e—) circuit operations [17] resulting in Fig. 4b; (3) Determining
7 - fm—qu and deriving 7, for this architecire using the circuits
l’mm Fig. 5 and, thus, morphing the system into the canonical form, of
4c that is analogous to the single body point absorber represented

‘ig. 1a; (4) Enforcing the master-slave relationship to analytically
determine Fiy, by substituting 2, and ﬁ'rrot-h.,, into Eq. (3).

Execution of steps (1) and (2) on the Derived SRPA WEC Architecture
serves (o generate the mechanical circuit and simplify it by defining two
new lumped impedance terms Eqs. (7) and {8), representing the
equivalent float (Z.;1) and spar (Z.;) impedances respectively.

Zay = Zy 1201 11 25y |1 25y = Zy + Zany + Zm + 2y {7)
2oy =(Ey | 20 || £ | )| (Zpyy o= Z,5)
Z
=Z gt Zgpt Lyt Eyy +—EL
mtlmtimtinty oy ®

We execute step (3) by first augmenting the mechanical cireuit of
Fig. 4b with two new circuits: (1) a case of free relative velocity be-
tween the float and spar developed when the PTO impedance is
eliminated, and {2) a case of a FTO clamped through force developed
when the PTO rigidly secures the float to the spar as seen in Fig. 5
[10,17].

We note the simplified circuits of Fig. 5 are the same topology as
previously derived by Bubbar et al. [10] with the coupled radiation
impedance set to zero (70 = 0). As such, equations representing both
Fp,—oﬂmp_. and Z; can be supplied from that original work as Eqs. (9) and
(10 [cf. Eqs. {(19) and (20) [10]].

Fos Zogp—Fa 2o

F; =
e T+ Zop (9)
7= ZepZep
Fogy + Zoge o)

Fig. d4c depicts the g circuit ation of the canonical
Sform with the single body WEC connected in parallel with the PTO load
and the PTO clamped through force embodying the equivalent excita-
tion force.

To determine an expression for Py, ., we substitute Eqs. (9) and (10)
into Eq. (3) yielding Eq. (11).

1B Zupg—For Zugn P

Py = e e
M 8 Zan ZagaP + Zroal Zag ]

an

It is important to emphasize that in forming Eq. (11) we have ex-
plicitly assumed in Eq. (6) that Zrs; is a purely reactive impedance (i.e.
e {Eq. (8)} = Zp.) as this will be important in the power capture
analysis of Section 4. We now utilize expressions Eqs. (8) and (11) to
explore the conditions for optimal geometry control and, thus, search for
the power capture upper bound Pyl for this Derived SRPA WEC

- m,
m
Reaction ~- =&

b)

Fig. 3. Mechanical schematics for the: (2) Derived SRPA WEC architecture, (b)
original SRPA WEC architecture.
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Thévenin's
heorem

0] €
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b)

Fig. 4. Mechanical circuits for derived SRPA device: (2) Full circuit; (b) simplified circuit; (¢) WEC canonical form.

. .
e Mgy

a)
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Clamp Camp
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b)

Fig. 5. Solving for the Thévenin equivalent system. (2) Free relative velocity; (b) clamped through force.

Architecture.
4. Analysis of power capture performance

Having established a power capture expression in Eq. (11), which
robustly enforces the master-slave relationship, the focus of this section is
on: (1) determining an analytical expression of the power capture upper
bound (Fry,, L) for this architecture subject o enforcing the master-
slave relationship, while concurrently enacting optimal geometry control;
{2) establishing the force source impedance necessary for optimal geo-
metry control (Zgs . ); (3) exploring how Inertial Modudation is enacted
on the spar via the force source reactance (Xgs ).

4.1, Establishing the power capture upper bound (Puy,.. lope)

From Eq. (11}, the power captured by the Derived SRPA WEC Ar-
chitecture has an implicit dependency on Z.;. As such, we may search
for Py, | for this architecture through applying standard multivariate
caleulus optimization techniques on Eq. (11 to identify extrema, while
recognizing that 7., is directly influenced by Xesm in Eq. (8). Focusing
on the form of Z,; in Eq. (3), we note that choosing to enclose the
reaction mass and reactive force source subsystems internal to the spar
yields no direct interaction between these components and the sur-
rounding fluid {see Fig. 3a). Thus, no mathematical correlation between
the force source or the reaction mass and the spar hydrodynamic forces
exist. Henee, the extrema of Eq. (11) with respect 1o Zz; may be located
by satisfying Eq. (12), generated using the multivariate chain rule.
Clearly, extrema conditions will exist if either partial differential in Eq.
{12) is zero, while the other remains finite.

Py _ [Py [ ) _
dZes, | 0Zep N\8Zem )

{12)

We note that Eqs. (11) and (8) are functions of complex variables,
and evaluating Eq. (12) will require the application of methods from
the field of complex analysis. Rather, we choose to form a proxy real-
valued optimization problem whose solution will provide insight into
the optimal solution of the original problem in the complex domain.

In forming our proxy real-valued problem, we substitute: {1) real
variables for all complex variables in equations Eqs. (8), (11), and (12);
{2) parenthesis for all modulus operators in Eq. (11); yielding equations
Eqs. (13)-(15), where the real-valued variables are represented in
lower-case.

(o Zegr—Fo Zepn )

P =—
tax 8[zen ezl + 2o @egi)'] (13)
ImaLFs
Zop = Zo + Zazs + Tpm + Tz + ﬁ 9
M
WPy | FPras [&zq;] =0
dzem e J\ e (15)

Our proxy real-valued aptimization problem focuses on maximizing
Eq. (13) subjeet 1o Zgy in Eq. (14) and thus requires expanding the
partial derivatives in Eq. {15). Exploring the latter partial differential in
Eq. (15), we determine Eq. {16) using Eq. (14), and acknowledge that
Eq. {16) is only satisfied when z,: = 0, which requires Z,,; = 0 in our
original problem in Eq. (8), and, therefore, invalidates the SRPA design.
O2up Zmy ZenZms

= R N |
dpn  Iem t Twe (Zem + Te

(16)

Hence, we conclude the extrema of Eq. (13) must satisly the former
partial differential in Eq. (15) identified by computing Eq. (17).
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We substitute Eq. (13) into Eq. (17), and analytically solve for the
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complex conjugate PTO force control, as depicted in Fig. 6 below. Such
a result makes intuitive sense, and to the authors’ knowledge, this is the
first instance of its publication.

Wllh the upper bound established for the Derived SPRA WEC

values of z,;; satisfying this equation. Two solutions are led, and
we now consider these solutions Eqs. (15) and {19) independently.
g, = @
far 18)
Dy = _feaZontag
SeaZou1 19

To identify which condition results in a maxima, we back substitute
each into Eq. (13). Substituting Eq. (18) into Eq. (13) results in
Prye ()g,02) = 0 and, thus, we note Eq. (18) is the condition for a local
minima. Since Eq. (12) is a continuous l’unchcm, we can conclude Eq.
(19) represents the optimal condition (zwz,,?, "Zuq) for maximizing
Eq. {13). By substituting Eq. (19) into Eq. (13), the global optimum of
Eq. {13) is analytically determined as Eq. (20).

oy e, EF
PlsecZettnd ™ gy ¥ Stz e

To replicate the results of our proxy real-valued problem in the
original complex-valued problem we: {1) replace all real-valued vari-
ables back with their complex-valued counterparts: {2) replace the
complex phasors F.y and E.. with their complex conjugates ﬁ;‘ and
F,;,. These substitutions result in Eqs. (21)-{24) below, where Eq. (21)
represents the equivalent spar impedance for null power capture and
will be revisited in Section 6.2, Eq. {24) is the analytical pnwer capture
upper bound for the Derived SRPA WEC Archi iz when

. e, we also identify that Eq. (22) represents generic design
insight relating the optimal impedance ratio of the equivalent float and
spar required to achieve Eq. (24). In Section 4.2 we explore the feasi-
bility in achieving Eq. (22) via the force source.

4.2. Determining the optimal force source impedance (Zez,,)

To achieve the power caplure upper bound in Eq. (24) with the
Derived SRPA WEC Architecture, we have proposed that Eq. (22) must be
satisfied. As noted in Section 3, Zey is our control variable used to
satisty Eq. (22). We note that Eq. (8) is a constraint equation expressing
the relationship between Z.p and Zrs for the Derived SRPA WEC Ar
chitecture, thus, applying Eq. (22) into Eq. (8) yields Eq. (25).

Zm3 Zem)

Zmy + Zamy + Zpm + Za + Tt 7

—Z, =0
ef2ope @5

To simplify the resulting expression, we lump the mass and all the
hydrodynamics impedances of the spar into a single term defined by Eq.
{26), and solve for Z_me as in Eq. (27).

Zmtiz = Zpy + Zamn + Zpa + Zia (26)

Zoni(Zega e

Zmiiz) )
= RP'TJopr + L""i’l‘lapr

Iy =
H Zg Zekir=Zogaope 27)

We note that Eq. (27) is in fact decomposed into two different

both complex conjugate PTO force control is enabled via enfort:lng the
master-slave relationship, and optimal geometry conirol is simultanecusly
enabled via satisfying Eq. (22).

z _ ﬁ:ﬂZ L
eq2min = ?';l {2] )
z - _ﬁ:;]zb'z.‘zﬂl
BT Paain 22)
Foiger Zogorsn) = 0 23)
B 2 1B
Pt Zez) = Pisiclere = 7=+ f;—; @

In comparing Eq. (24) with Falnes’ seminal result on optimal power
capture of single body heaving point absorbers [40], we can deduce the
upper bound on power capture for the Derived SRPA WEC Architecture is
equivalent to the sum of two single body heaving point absorbers
comprising the float and spar respectively, operating in the presence of
one another, with each absorber independently enacting optimal

lities through 2 both the real and imaginary terms, as ex-
pressed in Eq. (28) and Eq. (29). In pragmaric language, both Eqs. (28)
and (29) must be satisfied simultaneously by our force source to achieve
Eq. (24).

P Pe s (quuo},,_ Zrmtiz)

Filope = —

Sem Loy ¥ Lpir=Zoga .y (28)
Z s (Z oz o= Zmbiz)

Xesgpe = IM e iqzm p
Loy ¥ Zipi—Zoga e {29)

In Section 3, we made a conscious decision in Eq. (6) to assume Zgg
is a reactive impedance. This choice necessitates that Eq. (28) is only
satisfied at wave excitation frequencies for which RJ-‘.S'J,,, = 0 in Eq. (28),
as there is no means to adjust the optimal force source resistance in the
Derived SRPA WEC Architecture. This clearly introduces a challenge in
achieving Eq. (24) using the Derived SRPA WEC Architecture. We,
therefore, require a SRPA WEC configuration that is insensitive to sa-
tisfying Eq. (28), while still capturing Py, o for a target wave fre-
quency bandwidth. We d rate one WEC configuration satisfying

this criteria using numerical analysis in Section 5.1.

Spar m,

Zrm Z‘

Fig. 6. Conceptual representation of the optimal power capture expression Eq. (24) for the Derived SRPA Architecture.
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We also explicitly note, in deriving Eq. (29), we have not specified
how this optimal force source reactance is realized in physical form.
Thus, Eq. (29) represents a constraint equation for the design of the
reactive force source, which is realized through substitution of an ap-
propriate network of linear mechanical components. In Section 5, we
propose and perform an analysis on one possible network that satisfies
Eq. (29) using inerter technology.

4.3, Inertial modulation of the spar

‘The focus of this section is to establish how the force source re-
actance (Xix) manipulates the Effective Mass of the spar, and, thus,
prove that the Derived SRPA WEC Architecture satisfying Eq. (29) enacts
Inertial Modulation. From Eq. (8), we observe Z.;; is manipulated by the
unbounded force source reactance via Xgg. This force source can only
influence the last term in Eq. (8), which is purely reactive. We assign
this term plus the mechanical impedance contributed by the spar’s ac-
tual mass as a new lump sum reactance, Xpy, representing the spar
Effective Mass (EM ) in Eq. (20), and focus our atlention on determining
its operating range.

NmaNem
Koz + X
As the reactance of the force source is unbounded, the resulting

operational range of Xy may be establiched by analyzing the following
analytical limits in Eqs. (31) and {32).

Xeng = Koo +
EM 2 @0)

lm Xepe=  lim Xey = Xpo + Xpa .
Xem—++eo Xp=a0 {31)
lim  Xoy = +coand lim Xopy=-o0
Xpmi~+ Xy Kpm— Kt {32)

The limits in Eq. (21) establish a horizontal asymptote for which
Xpns = X+ Xopn and, thus, the physical effect on the Effective Mass is
to fuse the reaction mass with the mass of the spar resulting in a single
body spar. The limits in Eq. (32) establish a vertical asymptote at
Xemp = =X, for which the right and left approaching limits tend o
positive and negative infinity respectively. Fig. 7 describes the re-
lationship between Xgy and Xz, which must be satisfied ar any given
frequency w, and highlights rwo distinet regions of operation discussed
in further detail below.

Region 1:

In Region 1, the Effective Mass of the spar ranges from the fused
condition to infinity as Xem — =X, leading to the operating range in
this region as described by Eq. (32) below.

(X2 + Xons) < Xew < + oofor=o0 < Xpsy < =X (33)

Region 2:

In Region 2, the Effective Mass of the spar ranges from negative
infinity, as X5 — =X\, to the fused condition as Xz, — 400, leading
to the operating range in this region described by Eq. (34) below.

-0 < Xew < (X + X Yfor=Xpm < Xem < + 0 {34)

Hence, from the analysis of both Region 1 and Region 2, the reactive
force source, through adjusting Xgzs;, has the physical effect of mod-
ulating the Effective Mass of the equivalent spar and, thus, enacts Inertial
Modulation. This is significant as the spar dynamies are manipulated as
if the spar mass changes, all the while, the physical mass of the spar
remains constant.

5. Numerical examples of SRPA configurations

Having derived both the power capture upper bound, (P, l;) in

I
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Eq. (24), and the optimal force source impedance, (At‘“w) in Eq. (27),
to enact the upper bound, the following section focuses on exemplifying
these design insights using both numerical and experimental examples;
while concurrently demonstrating how the reactive force source can be
replaced by a parallel combination of a spring and a semi-active inerter.
In particular, we utilize parameters from a SRPA physical 1/25th
Froude-scaled model published by Beamy et al. {ef. WEC A [38,53]).
‘This physical model may be classified as the Original SRFA WEC Ar-
chitecture of Fig. 3b and resembles a WaveBOB™ device detailed in
Fig. 12 of Appendix A. We note Beatty et al.’s SRPA model was not
designed to satisfy Eq. (28) in the target wave excitation frequency
range. We substitute the physical parameters of Beauy's device ver-
batim into Egs. (3), (7)-{10) and thus create the Griginal SRPA WEC
Configuration. We note that the last term in Eq. (2) is eliminated as there
is no Inertial Modularion fearure set in this architecture.Using the same
process we create a second configuration, the Derived SRPA WEC Con
figuration, based on the Derived SRPA WEC Architecture of Fig. 3a by
substituting all of these model parameters verbatim into Eqs. (3],
(7)-(10). As this architecture does contain a reaction mass feature set,
the last term in Eq. (8) remains, requiring us to define a value for the
reaction mass (). To ensure the total mass contained within the Ori-
ginal SRPA WEC Configuration and the Derived SRPA WEC Configuration
are equal, we choose to set the sum of the masses . and m: in the
Derived SRPA WEC Configuration equal to the spar mass in the Original
SRPA WEC Configuration following m, = ms = 57.5 kg, For simplicity,
we assume #y is a point mass, and interface it in series with our force
source, which provides a gravity offsetting constant force, to place m, at
approximately the centre of travel inside the spar canister. We note the
Original SRPA WEC Configuration and the Derived SRPA WEC Config-
uration exhibit the exact same linear hydrodynamic frequency response
and contain the same total mass.

Numerical models are developed for both the Original SRPA WEC
Configuration and the Derived SRPA WEC Configuration. We generate
numerical results for the power capture, the associated optimal force
source reactance, or inertance, and the optimal PTO impedance for the
Derived SRPA WEC Configuration, and explore the inclusion of motion
constraints between the float and spar for both the Original SRPA WEC
Configuration and the Derived SRPA WEC Configuration. Finally, we
compare these numerical results against data obtained from experi-
mental trials. Discussion on these results will follow in Section 6.

Xew
I
1
1
I
I
| Xz + Xos
______ r-—-|l-----==-"---

=Ami |
| Xoo
i 0 31
I

Region 1 ! Region 2
I
I
I
I
I
1
Fig. 7. Plot describing the relationship between Xpy and Xpm at 2 singular
angular frequency t.
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5.1. Power capture example

We generate power capture data using the Derived SRPA WEC
Configuration displayed in Figs. 8 and 9 with power capture normalized
to a unit wave amplitude squared. To illustrate the insensitivity of fg5
on power capture on the current SRPA configuration, in Fig. Sa, we plot
useful power capture via Eq. {11) as a function of excitation frequency
parametrized by Res = [0, n.SRpg,m, Rm,,‘l while concurrently sa-
tisfying e, via Eq. (29). We observe that the useful power eapture
under all three conditions of Kes are coincident. We further explore the
influence of Rgs, through Fig. 8b, by plotting the optimal PTO re-
sistance (Rppo,.,) and reactance (Xpro,, ), via substitution of Eq. (10)
into Eq. (1), under the same parameterizations of R . We observe that
R”'Om varies with each setting of Res, while .\'mm remains un-
changed. This insensitivity of Xpro,,, to Bes is a natural property of this
SRPA configuration, within this operating frequency range, and is not
discernable when exploring the complexity of Eq. (8) substituted into
Eq. (10). Finally, we plot Py, | via Eq. (24) in Fig. 8a, and observe
that Py, Ly is coincident with the useful power plots generated under
varying Fgs. Hence, this Derived SRPA WEC Configuration is theoreti-
cally capable of operating at Py, |y for the frequency range of
w = [L.5, 4]rad/s while Rgy =0 as in Eq. (35), and is therefore ne-
glected.

ZPS[,,, = i-(vm,,,

(35)

‘Thus, we implement Eq. (35) on the force source impedance in all
subsequent analyses.

5.2, Swroke limit constraints

An inherent weakness of Section 5.1 is the exclusion of stroke lim-
itations on the relative motion of the rigid bodies. Stroke limitations
between the float and spar may be included in the power capture
analysis through application of Eq. (36), originally derived by Evans
[54]. Eq. (36) enforces the stroke constraint when the ratio of the
bounded to unbounded relative displacement amplitude (5) berween
the float and spar is less than one; implemented by detuning the PTO
resistance.

Pi(w, 8) = Fy(@)[1-(1-8F Heaviside (1-5)]

We note Evans derived Eq. (36) for a single mode heaving point
absorber. However, Eq. (36) may also be applied to a multi-mode WEC,

(36)
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as these devices can be topologically represented in a canonical form
[10]. Falnes used the same argument to derive an equivalent equation
for SRPA devices (cf. Fq. (40) [15]). Here, the Derived SRPA WEC Ar-
chitecture is a device with two relarive displacements between the: (1)
float and spar, and {2) spar and reaction mass. Both methods (Evans or
Falnes) are unable to consider the relative displacement amplitude
constraint between the spar and reaction mass, as this would require
reformulating the optimization problem. In using Eq. (36), we ac-
knowledge that this is a limitation in our study.

To assess the performance of the Derived SRPA WEC Configuration
under motion constraints, we choose to compare power capture per-
formance against the Original SRPA WEC Configuration under the same
conditions. Using Eq. (36), the power capture plots in Fig. 9 are gen-
erated as follows: (a) Original SRPA WEC Configuration operating under
optimal complex conjugate PTO force control with unbounded, 2.5 and
1m relative displacement amplitude stroke limitations enforced re-
spectively between the float and spar; (b) Derived SRPA WEC Config
wration operating under simultaneous optimal complex conjugate PTO
force control and geometry control.

As expected, results for the Original SRPA WEC Configuration mirror
the work published by Beatty et al. [38,52], For the Derived SRPA WEC
Configuration, optimal FTO force control is enforced through applica-
tion of equations Eqs. (1) and {10}, and optimal geometry control is
imposed though application of Eq. (35). For the Original SRPA WEC
Configuration, optimal PTO force control is enforced through applica-
tion of equations Eqs. (1) and (10) while eliminating the last term in Eq.
(&) as discussed in Section 5. As a reference, we include a plot of the
thearetical maximum (F,,) representing the maximum power which
may be absorbed by a heaving axisymmetric body in deep water
[20, |.For both configurations, we observe a decimation of the
useful power capture when stroke constraints are enforeced. The mag-
nitude of the decimation is larger in the Derived SRPA WEC Configura
tion relative 1o the Original SRPA WEC Configuration; however, the
power capture performance of the Derived SRPA WEC Configuration at
low excitation frequency is still an order of magnitde larger under the
same constraints. The power capture of the Original SRPA WEC Con-
Siguration is only superior to the Derived SRPA WEC Configuration under
the specific case of a 1 m stroke limitation in the excitation frequency
range above 3.5rad/s. Finally, in Fig. 9b we observe that Py, |y and
By ave relatively consistent, however, Fy, 1., does slightly exceed the
theoretical maximum above 2 rad/s. Technical discussion on these
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Fig. 8. {2) Semi-log plot of wave amplitude normalized power versus wave excitation frequency. (b) Dual axis plot of Rpro,,, (left) and Xpro,,, (right) both para-

meterized by Rps.
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Fig. 9. Semi-log plot of normalized power versus wave excitation frequency. {a) Original SRPA WEC configuration, {b) derived SRPA WEC configuration.

observations are addressed in Section 6.1.2.

5.3 Comparison of numerical results with experimental data

‘This section focuses on quantifying how the power caprure perfor-
mance may be improved through the implementation of an Inertiol
Modulation mechanism. We compare the numerical results of the
Derived SRPA WEC Configuration, the Original SRPA WEC Configuration,
and data obtained from experimental trials of a physical 1/25 scaled
model [38] for which these configurations are based. Our goal is to
present the reader with an overview of the trade-offs a WEC designer
may consider when attempting to leap up the power capture perfor-
mance curves.

In Fiz. 10, we observe four overlaid datasets classified in Table 2,
based on the: (1) data source, {2) PTO control regime, and {3) geometry
conirol regime. Dataset 1 is based upon experimental trials conducted
by Beatty et al. [28] in a monochromatic wave regime utilizing a PTO
simulator (o generate the required linear PTO force response [57]. In
these trials, the PTO force response is established by enforcing the
amplitude control conditions [14] in Eq. (37), derived by Falnes [14],
without a geometry comtrol feature set implemented. Dataset 2 re-
presents a numerical model of the Original SRPA WEC Configuration
operating under the same PTO and geometry control regimes as the ex-
perimental trials. Dataset 3 represents a numerical model of the Original
SRPA WEC Configuration, with the PTO set to operate under complex
conjugate control based on Eq. (1), without a geometry control feature
sel implemented. Finally, Dataset 4 represents a numerical model of the
Derived SRPA WEC Configuration, with both an optimal geometry control
feature set implemented via Inertial Modulation based on Eq. (35), and a
complex conjugate controlled PTO following the master-slave relation-
ship.

As presented by Beatty et al. [38], there is good alignment of Da-
taset 1 and Dataset 2, and thus confidence in the linearized hydro-
dynamic and inertial parameters used in the numerical model. In all of
these datasets, the hydrodynamic performance and total mass are the
same; however, there are clear differences in predicted power capture.
Discussion on these datasets are addressed in Section 6.1.3.

Zemo = 1Z4) {37)

i}

5.4. Implementing optimal geometry control using inerters

In developing the conditions for optimal geometry control, we had
chosen to specify the Derived SRPA WEC Architecture with a reactive
force source capable of adjusting its internal mechanical reactance
{Xez1) to an optimal value per excitation frequency. In reality, we used a
reactive force source in the analysis as a generic means to derive the
optimal force source reactance {me). Having established Xmo.“’ we
now use Eq. (29) as a constraint equation to represent the target me-
chanical reactance for technology design. In Section 2.2, we introduced
the inerter as a mechanical el t ble of injecting positive me-
chanical reactance into a system, and we now choose to replace our
reactive force source with a parallel combination of an inerter and
spring. In performing this substitution, we note Eq. (38) represents the
combined reactance of an inerter and spring in parallel, which must
satisfy Xesy,.,-

ks
Xmm = Wit —:

(38)

By rearranging Eq. (3], we are able to solve for the inertance mgy,
required to enact optimal geometry control as Eq. (39).
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Fig. 10. Power capture of SRPA models under various control regimes [38].
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Table 2
Overview of power capture datasets presented in Fig. 10,

Dataget  Identifier Data source FTO control Geometry control
regime regime
1 Feg Experimental Linear Amplitude MNone
Triale Control
2 Plratacy Numerical Model  Linear Amplituds MNone
Contral
3 Plistar Numerical Model  Linear Complex Mone
Conjugate Control
4 Piageelpe  Numerical Model  Linear Complex Optimal Inertial
Conjugate Contral  Modulation
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Fig. 11. Dual axis plot of left: X, o, right M Versus wave excitation fre-
quency.
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For our model, we specify a spring stiffness of & = 2000 N/m, to
offset the gravitational force and maintain m. at approximately the
centre of travel inside the spar canister. With k, specified, Fig. 11 is
generated as a dual axis plot of Xz, and Mg, , VETSUS Wave excitation
frequency. Observation of Fig. 11 informs us a semi-active inerter with
an operating range of m = [75, 850] kg would suffice. Such parameter
constraints are well within a feasible range for physical design [50].
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Fig. 12. Simplified cross-sectional drawing of the ori;

Applied Energy 228 (2018) 324338
6. Discussion

‘This section examines a few major implications of the results pre-
sented in Sections 4 and 5, including important observations stemming
from Figs. 8-11. Section 6.1 reviews the observations from numerical
and experimental plots in Section 5, Section 6.2 reviews the con-
sequence of the null power capture result derived in Eq. (21), and f-
nally Section 6.3 assesses the generic approach of using the mechanical
cirenit framework in conjunction with unbounded force sources for
exploring innovative technologies to enact optimal geometry control.

6.1. Power capture analysis

6.1.1. Numerical validation of the power capture bound Py, g

We begin by reviewing observations from Fig. 5. As discussed in
Section 5.1, both the useful power capture and Xpry,,, are invariant 1o
Resi. In addition, our plot of Py, |, is coincident with the power
capture plots generated under varying Rgy. This leads 1o three im-
portant conclusions for this Derived SRPA configuration: (1) Fuy,_ o 15
insensitive to Res, provided Xes is set optimally and the master-slave
relationship is enforced and, thus, we are permitted o omit Reg from
our model of this configuration without consequence to the power
capture. This insensitivity to Rpn eliminates the need to inject real
power into the WEC to achieve Py, lop and, therefore, does not im-
plicitly erode the net power capture performance. There is, however, a
caveal: in Fig. 8b, Ry]'.')oy varies with Rrq, as Rpm,r, was required to
compensate for the varying spar resistance due 1o enforeing the master-
slave relationship. Theoretically, this is only acceptable provided
Bero,, > 0, or else real power must be injected into the WEC through
the PTO, deteriorating the net power capture performance. This is not
&b within our chosen wave excitation frequency range.
{2) The focus in attaining Fuy, | turns to selecting a technology that
can achieve the required force source reactance (Xes.,) in Eq. (29). In
essence, Xem,, becomes an objective metric to evaluate technology
choices, and thus provides invaluable generic design guidance, (3) Our
proposed method for analytically deriving Fiy, e for this Derived
SRPA WEC Architecture via the proxy real-valued formulation is con-
sistent with numerical observations of the true optimization problem in
the complex domain. Numerical validation is demonstrated as Py, Ly
inEq. (24) and Fy; operating under optimal PTO force control via Eq. (1)
and optimal geometry control via Eq. (35) are coincident. Our result for
Py lope 15 also observed to be generally consistent with the theoretical
maximum (B.4) [20,55.56].
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1 SEPA WEC configuration. Adapted from Beatty et al. [38] Callouts in Metres.
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Table 3

Overview of inertial and hydrodynamic parameters of the 1/25 WEC model. Adapted from Beatty

et al. [38].
Parameter Value Units
Float
Outer diameter 0.595 m
Inner dlameter 0.317 m
Hydrostatic stiffness 2000 N/m
Physical mass 12 kg
Radiation damping (min, max} 8.90, 59.6 Ns/m
Added mass (min, max) 27.6, 327 kg
Excitation foree {min, max} 1290, 1850 N/m
Spar
Hydrostatic stiffness 500.5 N/m
Physical mase 115 kg
Total damping (min, max) Ne/m
Added mass (min, max) ke
Excitation force {min, max} Ni/m

6.1.2. Power capiure analysis under stroke constrainis

Next, we expl the infl e of motion ¢ on power
capture by reviewing observations from Fig. 9 detailed in Section 5.2:
{1} Enforcing relative travel constraints reduces the power capture
limits at low wave excitation frequencies by several orders of magni-
tude, however, a substantial power caprure improvement is still ob-
served for the Derived SRPA WEC Configuration over the Original SRPA
WEC Configuration. This power capture improvement provides a strong
argument that significant power capture potential exists with the in-
clusion of an optimally set Inertial Modulation mechanism even under
stroke limitations. {2) Situations arise for which the Original SRPA WEC
Configuration exhibits improved power capture over the Derived SRPA
WEC Configuration explained by the following two considerations. First,
the master-siave relationship is broken when engaging travel constraints
as Rpro is set to enforce the motion amplitude. Second, the optimal
geomelry control setting in Eq. (27) is derived under the assumption of
no motion constraints and, thus, .’(,.5-1m determined using Eq. (29) is
presumably suboptimal under motion constraints. Analytically de-
termining Xes ,, under motion constraints between both the float and
spar, and the spar and reaction mass would require: (i) reformulating
the optimization problem described in Section 1.3, (ii) including a re-
sistive force source term Rrs to modulate the spar and reaction mass
travel. (3) Pry,, Loy for the Derived SRPA WEC Configuration exceeds o,
ar certain wave excitation frequencies. Theoretically this is not feasible,
and is likely due to the integrity of the hydrodynamic coefficients as
also experienced by Korde [27].

6.1.3. Comparing the power capture upper boumd with experimental data

‘The curves in Fig. 10 present an overview of: (1) the relarionship
between design complexity and improved power capture potential, and
{2) an example of the current state of SRPA WEC power capture per-
formance (Pg;) in relation to the power capture potential in Py, g
Fig. 10d ates to a WEC developer, the significant power capture
improvements which may be realized as an SRPA design transits be-
tween the configurations corresponding to Datasets 2-4. This substantial
gap, if even partially achieved through the implementation of si-
multaneous optimal PTO force control and optimal geometry control,
will contribute towards viable techno-economics of wave energy con-
version. However, we also recognize that closing this gap is accom-
panied by introducing sequential design complexity. The difference
b ¥ 2 and 3 the added complexity of transi-
tioning from a single function and purely resistive amplitude controlled
PTO, o a dual function, resistive and reactively complex conjugate
controlled PTO — a fearure that has garnered much attention from wave
energy researchers [14,36,43,58-60].

In contrast, the larger gap observed between Datasets 3 and 4 has
received far less focus as it requires even further design complexity.

335

Implementing the required control regime into the Derived SRPA WEC
Configuration not only involves developing an adjustable Inertial
Modulation mechanism, but requires first serting that fnertial Modulation
mechanism according to Eq. (35) to achieve optimal geometry control
based on the sea conditions. Once the optimal geometry control condi-
tion is realized, the intrinsic impedance of the WEC must be calculated
via Eq. (10) to enforce complex conjugate PTO foree control via Eq. (1).
Although Dataset 4 is evaluated using Py, lope in Eq. (24), which is
idealized due to both assumptions in linear theory, and the significant
challenges of implementing true complex-conjugate control in a WEC
device [24], the potential for improvement over Dataset 3 is vast and
thus cannot be overlooked. In our opinion, based on the minute re-
source allocations required 1o explore this power capture versus com-
plexity trade off at the conceptual development stage, we recommend
considering this analysis on all early stage SRPA WEC designs as an
input to establishing the TPL metric.

6.1.4. Using inerters to implement optimal geometry control

We discuss the choice made in Section 5.4 of a parallel combination
of a semi-active inerter and a constant linear spring to deliver the re-
actance Xpmw required for optimal geometry control. Fig. 11 presents
both Xz, and ngg, , as a function of wave excitation frequency for the
Derived SRPA WEC Configuration. Although the range of Mg, appears
large, Eq. (4) informs us the inertance is a quadratic function of the
transmission ratio (2) and a linear function of the Moment of Inertia (1),
which itself is a quadratic function of the radius of gyration of the ro-
tating flywheel. We conclude that a large range of inertance is achiev-
able through relatively small adjustments in either/both £ or/and J. We
contend that an inerter, with a large inertance range, is a feasible choice
as a physical device used to implement optimal geometry control as also
demonstrated by Hu et al. [50].

6.1.5. Limirations of the power capture upper bound

A major benefit of linear monochromatic WEC models is the low
computation resources required to perform both dynamic analysis and
design optimization. However, linear models present limitations, as
they cannot account for non-linear physics and transient physical be-
haviour, both of which are attributes of a real physical WEC device
operating in real seas. Two examples specific to the Derived SRPA WEC
Configuration follow when considering the PTO and inerter systems.

‘To this point, we have assumed the PTO is a linear unbounded
device capable of delivering the required force response to maintain the
master-slave relationship and thus maximize power capture. Such a
FTO serves to enact a dual function by: (1) injecting the appropriate
reactive power to ensure resonance of the canonical form, and (2)
providing a resistive force to act against the relative motion of the float
and spar resulting in captured power. Simul | ion of
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both of these FTO functions with a coupled inerter mechanism requires
careful consideration of the ensuing consequences.

‘The WEC response resulting from the reactive forces of the inerter
and PTO serve to maximize the power transferred from the ocean waves
onto the WEC rigid bodies by inereasing the relative displacement
amplitudes berween the float and spar. This kinetic power is captured as
the relative motion of the float and spar do work against the PTO re-
sistive force. With the increase in relative motion between the float and
spar, combined with finite stroke limitations as presented in Section
5.2, the FTO compensates by increasing its internal resistance to both
capture this additional available power and to prevent end stop colli-
sions. This increase to the PTO foree response must be considered a
design requirement in the selection of a physical device to embody the

Applied Energy 228 (3018) 324-338

designer could substitute both of these components with a single Wa-
veSpring™ device [26] provided Eq. (29) is satisfied. Thus, the appli-
cation of generic force sources within the h | circuit fi wk
can assist designers with identifying alternative feasible technologies
early in the design process through employing a functional analysis.

‘The method proposed in this work can also be used o optimize
existing WEC architectures proposed in literature. For example, the
frequency domain representation of Gradowski et al’s [37] Hydro-
dynamic Negative Spring SRPA architecture can be depicted as a me-
chanical circuit, Thévenin's theorem may be applied to determine the
canonical form, optimal amplitude PTO force control can be enforced
through the master-slave relationship, and the geomerric parameter (x}
can be optimized directly without the use of a parametric analysis as
d in their work.

FTO. Further, increases in the force response are also d with
non-linear power loss. As such true complex-conjugate control is often
infeasible to achieve but does provide important information for es-
tablishing performance limits.

Second, linear monochromatic WEC models are based on steady
state operation at each frequency considered in the analysis. As such,
the power consumed to transition the inerter and PTO systems berween
operating frequencies to enable the power capture upper bound con-
ditions across the frequency spectrum cannot be accounted for in the
presented model. To account for these physical phenomena, a non-
linear time domain model must be utilized, yielding a trade-off between
maodel fidelity and the associated compurtational resources.

In this sense, the output from the power capture upper bound in Eq.
{24, and the associated generic design guidance in Eq. (35), presented
in this work, serves SRPA WEC developers to make early design deci-
sions founded on physics rather than heuristics. These early optimally
performing conceptual designs then behave as an input to more com-
plex non-linear time domain models, where the design may be further
refined ar the expense of added compurational resources.

6.2, Null power capture via geometry control

In Section 4.1, we proved Eq. (21) represents the spar impedance for
a null power capture. We now explore this further to comprehend the
associated dynamics using the canonical form. We substitute Eq. (21)
into Eq. (9) 1o yield Femp,, (Zapn) = 0, and then substitute this result
into Eq. (2) to yield ﬁ‘:;'(ﬁproc'ﬂv = 0) = 0. We conclude that the null
power capture is the result of the float and spar moving together at the
same relative amplitude and phase. This result is fascinating, as it does
not require clamping nor disengaging the PTO b the float and
spar, but rather contimuously enforcing the master-slave relationship,
while adjusting the spar impedance to eliminate any relative motion
with the float. This outcome proves that geometry control can render the
WEC canonical form transparent to the incoming wave. Such a cir-
cumstance may be desirable in storm conditions. We acknowledge that
attaining this null power capture condition requires a means to adjust
the spar resistance 1o R, for which the Derived SRPA WEC Archi-
tecture does not support. However, similar to our analysis in Section 6.1,
there may exist an analogous insensitivity to R, in our operating
excitation frequency range of choice, thus allowing for a null power
capture through only achieving X.,._ . via adjustments in X,

6.3. A Generalized method for identifying and optimizing technology
innovations

In Section 4.2, we derived the optimal force source impedance
(Xes1,,,) to enact optimal geometry control, but explicitly stated that Eq.
{29) represents a performance constraint for technology design. The
generic nature of this method allows designers to consider alternative
configurations capable of achieving the same performance with various
levels of design complexity, For example, instead of utilizing a parallel
combination of a semi-active inerter and constant spring, a WEC
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7. Conclusions

WEC designs are currently in the pre-commercial stage, and Weber
has provided an important metric (TPL) for supporting good design
decisions throughout the develop process, founded on technology
performance. We assert that establishing both the power capture upper
bound, and the conditions for approaching the limit for each WEC ar-
chirecture, will support the prediction of strong TPL performers early in
the design process. Critical to establishing the power caprure limit is
enforeing the master-slave relationship between the PTO foree control
and the geometry control parameters regardless of the WEC topological
complexity, and the h I cireuit framework inherently provides
such capability.

In this work, we successfully applied these techniques and principles
to a Derived SRPA WEC Architecture with a tunable spar impedance via
Inertial Medulation, and h ically showed the maximum power
this SRPA architecrure could caprure is equivalent to two single body
heaving point absorbers each operating under independent complex
conjugate control. In addition, we derived the optimal spar impedance
required for implementing optimal geometry control and established
how this optimal condition infers design guidance. We followed by
comparing our numerical performance results with data from experi-
mental trials, revealing a performance gap auributed to the added de-
sign complexity in enabling simultaneous optimal geometry and com-
plex conjugate PTO force control in our the Derived SRPA WEC
Configuration. Finally, we introduced inerter technology into the wave
energy community, and demonstrated how the design guidance gained
in deriving the optimal spar impedance steered us to select a parallel
coupling of a semi-active inerter and constant spring between the spar
and reaction mass. With the inertance adjustments based on this design
guidance, we verified within the confines of linear theory that the
power capture upper bound is achievable thus closing the performance
gap-

Having established the feasibility of the Derived SRPA WEC
Configuration at the ptual stage of development, our future goal is
to build a time-domain model to solicit further design guidance for
operating in polychromatic wave regimes. Finally, we plan to build a
sealed prototype incorporating a semi-active inerter device and perform
experimental tests in a wave tank in both monochromatic and poly-
chromatic wave regimes. The experimental data will serve to validate
both the frequency and time-domain models.

We contend that this work will serve the wave energy community to
identify WEC architectures with strong TPL early in the development
cycle and, thus, unify efforts to mature designs with strong power
capture potential. Furthermore, for narrow-banded power producing
WECs (e.g. point absorbers), inerter technology presents a strong po-
tential to enlarge their operating band through implementing optimal
geometry control.
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Abstract

It is widely suggested that step gains in wave energy converter power capture performance
must be realized to achieve economic viability. One method of fulfilling such power capture
gains is to invoke resonant conditions between the device and the incoming ocean wave.
However, a general method that can establish the prerequisites for achieving resonant conditions

in an arbitrarily complex wave energy converter architecture is nonexistent.

In this work, we present an analytical procedure, built on the mechanical circuit framework,
for identifying the resonant conditions of an arbitrarily complex wave energy converter
architecture. To demonstrate the procedure, we select three complex self-reacting point absorber
devices as a case study, each with a geometry controllable feature set. Applying these
constraints to each architecture, we illustrate how the frequency response of the power
production varies across these architectures. Selecting the highest performing architecture, we
then reveal how the analytical constraint can be applied as a generic design criterion in the
design of an inerter device that provides optimal geometry control. Finally, we apply the
analytics within a numerical case study of a previously published wave energy converter
configuration and present a hierarchy, which describes the incremental performance
improvements that can be realized through implementing steps in control complexity for this

device.

Keywords: wave energy conversion; phase control; geometry control; mechanical circuits; WEC
canonical form; inerter technology;



56 Nomenclature

Acronyms:
PTO
SBPA
SRPA
WEC

Parameters:

B
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g1y, 1

Mgy

m m

f tin ®
mgﬁgpr

P

Bxp
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Power Take-Off

Single Body Point Absorber
Self-Reacting Point Absorber
Wave Energy Converter

Transmission ratio
Relative phase angle between FPTOC; and @, (deg)

Excitation angular frequency of the incoming wave elevation time
series (rad/s)

Complex amplitude of the hydrodynamic excitation force on float,
spar ()

Complex force amplitude exerted by the n™ Force Source (&)
Complex force amplitude exerted by the n™ Force Source when the
PTO impedance is zero (V)

Complex force amplitude exerted on the intrinsic mechanical
impedance of the WEC (&)

Complex reaction force amplitude exerted by the inerter (V)

Complex force amplitude exerted on the PTO ()

Complex force amplitude exerted on the PTO when the magnitude
of the PTO impedance is infinite (V)
Complex force amplitude exerted on the equivalent float, spar

impedance ()

Complex force amplitude exerted on the equivalent float, spar
impedance when the magnitude of the PTO impedance is infinite

V)

Complex force amplitude exerted on the equivalent float, spar
impedance when the PTO impedance is zero (V)

Moment of inertia of the flywheel (kg -m*)

Linear spring stiffness coefficient (N /m)

Mass of the float, spar, reaction mass (kg)

Inertance (kg)

Minimum and maximum feasible inertance settings (kg)
Optimal inertance to maximize power capture (kg)

Average useful power capture per excitation angular frequency as
measured in experimental trials (77)
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Average useful power capture per excitation angular frequency (/)
Average useful power capture per excitation angular frequency with
the PTO operating under amplitude control ()

Average useful power capture per excitation angular frequency
under complex conjugate PTO force control and optimal geometry
control (W)

Equivalent resistance and reactance of the float (»=1) and spar
(n=2

Resistance and reactance of the PTO (Ns / m)

Optimal resistance and reactance of the PTO to maximize power
capture (Ns/m)

Complex velocity amplitude of float, spar, reaction mass {m/ s)
Complex velocity amplitude of float, spar, when the PTO impedance
is zero (m/s)

Complex velocity amplitude of float, spar, when the magnitude of
the PTO impedance is infinite (m/s)

Complex relative velocity amplitude measured between the float and
spar (m/s)

Complex relative velocity amplitude measured across the PTO when
the PTO impedance is set to zero (m/s)

Optimal equivalent reactance of the float to maximize power capture
(Ns/m)

Optimal equivalent reactance of the spar to maximize power capture

(Ns/m)
Reactance of the n'™ Force Source (Ns/ )

Optimal reactance of the n® Force Source to maximize power
capture (Ns/m)

Generic mechanical impedance, resistance, reactance (Ns/m)
Hydrodynamic added mass impedance of float, spar (Ns/ nt)
Hydrodynamic radiation damping impedance of float, spar (Ns/ n)
Equivalent impedance of the float, spar (Ns/m)

Impedance of the n Force Source (Ns/ m)

Intrinsic mechanical impedance of the WEC (Ns/m)

Hydrostatic buoyancy stiffness impedance of float, spar (Ns/m)
Mass impedance of float, spar (Ns/ m)

Inerter mechanical impedance (Ns/m)

Impedance of combined spar mass and hydrodynamics (Ns/ #z)

PTO mechanical impedance (Ns/ )
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1 Introduction

Being collocated with large coastal populations, ocean wave energy presents a compelling
case as a potential renewable energy resource. However, wave energy converter (WEC) devices
have yet to display commercial viability as compared to alternative renewable energy sources
[1]. At present, WEC devices do not capture sufficient power from the wave resource to offset
the costs of operating offshore, and thus are not economically viable [2]. As expressed by
Weber, the power capture capacity of a WEC device is influenced by choices largely made early
in the conceptual design stage of a development program [3]. The traditional conceptual
development process involves: 1) choosing a device class based on operating principle [4,5], 2)
defining the geometry and inertial characteristics of the floating body based on heuristics and
logistical constraints, and 3) coupling this body to a Power Take-Off (PTO) unit used to convert
the kinetic energy of the wave induced body into a useful form. In this process, the
hydrodynamics and inertial properties of the body are adopted as constraints, whereas the Power
Take-Off (PTO) is considered a configurable unit. In this traditional view, power capture
maximization by the PTO, requires implementing the complex-conjugate [6] PTO force control
conditions based on a set mechanical impedance of the WEC. Implementation of complex-
conjugate control requires a multi-functional resistive/reactive PTO capable of optimally setting
the: 1) PTO reactance, X 4, in Figure 1a, to inject reactive power back into the body altering its
relative phase with respect to the incoming wave excitation force, to achieve optimal phase
control, and 2) PTO resistance, R, , to achieve optimal amplitude control and maximize power
capture through modulating the body motion [7]. For the specific case of a Smgle Body Point
Absorber (SBPA) WEC architecture, the optimal settings for these sub functions to maximize

power capture are well understood [7].



80

81

83

84

85

86

87

88

89

90

91

92

94

95

96

97

98

99

100

89

P AP AR LR AL P d R AL AT

mesalssss,

)
XFS} L]

[ ]

L]

vl L}
Float Float Y- I Float -

A 2

»

7?]'” i- £
R.HU |-*-| ¢|Xn; R.vm. : Xis: RPT{!I‘ I—FL:ZPTG

ti')'" <)

Figure 1: Mechanical schematic for SBPA WEC Architectures:
a) Resistive'Reactive PTO: b) Resistive PTO with Parallel Reactive Control;
¢) Resistive PTO with Reactively Controlled Float

However, an SBPA with a resistive/reactive PTO, represented by Figure 1a, is only one
possible SBPA architecture for realizing maximum power. For example. consider the
mechanical schematics in Iigure 1b and Figure 1c for which the PTO is represented as a solely
resistive mechanical damper element. Clearly, neither PTO contains a reactive element in these
architectures and thus cannot implement complex-conjugate PTO force control. However, both
WEC architectures contain feature sets external to the PTO, represented as reactive force
sources, which can inject the necessary reactive power to enable optimal phase control and hence
achieve the same power capture performance. This distinction between the point absorber
architectures in Figure 1 may appear as mere semantics in the SBPA as the differences originate
from the choice to scparate the reactive clement from the PTO, while all three architectures
remain topologically equivalent. With more complex WEC architectures, such as the Self=
Reacting Point Absorber (SRPA), there are a variety of locations where the reactive element may
be placed, leading to significant topological differences between architectures. Figure 2
pictorially represents three difterent SRPA architectures: 1) Figure 2a. labelled Archii. is the
conventional SRPA containing a traditional resistive/reactive PTO, 2) Figure 2b, labelled Arch2,
contains a resistive PTO with an independent but parallel reactive force source, and 3) Figure 2c,

labelled Arch3, contains a resistive PTO with a reactively controlled spar. There is a strong
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motivation to determine the optimal power capture performance of complex WEC architectures

such as Arch2 and Arch3, and to define the optimal conditions on the force sources
(X 2, X, ,.mm) leading to optimal performance. with the emergence of new technologies based

on these architectures. For example, SRPAs interfaced with: 1) Liang’s [8] MMR technology,
and 2) Gradowski’s [9] Hydrodynamic Negative Spring are generically represented by Arch2 and
Arch3 respectively. We believe that such contemporary WEC devices are only the tip of the
iceberg as the WEC design space evolves to consider greater topological complexity in pursuit of

step increases in power capture capacity.

'-...-'-

a) b) c)

Figure 2: Mechanical Schematic for the three Resonantly Controlled SRPA WEC Architectures with:
a) Areh] —Resistive / Reactive PTO;
b) Areh2—Resistive PTO with a Reactive Force Source between the Floating Bodies;
¢) Arch3—Resistive PTO) with a Reactive Force Source between the Spar and Ground

To determine the performance merits of these complex alternative WEC architectures at the
conceptual stage of development, we need a means to establish equations outlining both the
conditions on the reactive force source required to implement optimal phase control and the
subsequent power capture potential. The traditional view of a PTCO with a reactive feature
emerged as the result of the perception that a WEC device possessed unchangeable

hydrodynamic and inertial parameters (i.e. no geometry control feature implemented within the
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WEC). This view promoted the proposition of implementing the optimal phase control function

as an internal feature of the PTO allowing for the determination of the optimal force source

reactance (X, ) inArchl. To determine the optimal force source reactance (X mm) in more
o 3

complex WEC architectures such as 4rch3, we must move beyond this traditional
resistive/reactive PTO paradigm. To accomplish this, a more generalized view of phase control
is required, for which we choose to revert to the original works of Mei [10], Evans [11], and
Falnes [7]. In their works, the phase control condition was originally identified as simply the
state of achieving system resonance. With this generalized interpretation of phase control, the
equations sought above can be determined analytically if the complex WEC architectures are
first transformed into the WEC canonical form [12]. Once in canonical form, constraints
enforcing system resonance are imposed on the canonical form leading to the optimal force
source reactance. Once the device is in resonance, one can apply optimal PTO damping and thus
determine maximum power capture. Although the importance of enforcing resonant conditions
with the incoming waves is clear, analytical expressions guiding WEC developers in their
technology development processes do not exist except for very simple WEC architectures (e.g.
SBPAs). In this work. we demonstrate through a case study the transformation of the three
SRPA architectures in Figure 2, Archl, Arch2, and Arch3, into the canonical form and then apply
analytical constraints to invoke system resonance. In doing so, we will show that the choice of
injecting reactance into 4rch3 delivers superior performance, both in terms of level of power

capture and in the minimization of the relative travel between the float and spar.

The structure of this paper is as follows. In Section 2, we briefly review how a complex
WEC architecture is transformed into canonical form through applying the process outlined by

Bubbar et al. [12], followed by examining the definition of WEC resonance in this context. In

91



143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

92

Section 3, we transform Archl, Arch2 and Arch3 into the canonical form, enforce the resonant

condition and extract the optimal force source reactances, X 1, X n
ot ot

and X St In doing
s0, we generate analytical constraints used to guide technology design that apply across all
configurations in the architectures considered. In Section 4, we perform a numerical analysis to
compare the power capture performance and system dynamic responses of five specific
configurations (Configl-5) generated based on Archl, Arch2, and Arch3 using experimentally
validated device parameters from a 1/25" scale model published by Beatty et al. [13]. Finally, in
Section 3, having selected a single configuration for further analysis, we demonstrate how the
development process introduced in this work, enables technology innovation by substituting the
reactive force source with a sub circuit of mechanical machinery components incorporating a
unique technology, the inerter, encased within the confines of the spar. We explore the potential
of inerter technology for enabling resonant control of our configuration, under realistic physical
design constraints. We conclude by illustrating a hierarchy within our case study describing how
ineremental levels of WEC control complexity relate to improving the resulting power capture
performance. Our motivation is to present WEC developers with choices and the associated

trade-ofts to consider during the conceptual design phase of an SRPA project leading to

improved power capture potential.
2 Theory
2.1 Frequency Domain Modelling of WECs Using Mechanical Circuits

Restricting oneself to a linear hydrodynamics regime, WEC devices are initially considered
as linear underdamped mechanical vibration systems comprised of masses, springs, and dampers

[7]. Specific arrangements of these mechanical elements define a WEC architecture [12]. As
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described by Bubbar et al. [12], all WEC architectures may be represented in topological form as
a mechanical circuit with mechanical impedance elements interfaced at common nodes [14].
These linear vibration systems are energized via a periodic sinusoidal external wave excitation
force, represented as a force source, resulting in body motion. The PTO, represented as a
configurable impedance block, captures energy when the wave-induced bodies do work against a
reaction force within that block — characterized as a resistive element. Once a WEC
architecture is represented as a mechanical circuit, the system topology may be simplified by
substituting the mechanical impedance constitutive equations for each mechanical element and
applying network synthesis methods [14] to determine the canonical form [12]. The canonical
form is an equivalent mechanical circuit representing the simplest WEC architecture — the
SBPA. Once in canonical form, system kinematic and dynamic variables, such as eq.(3)-eq.(5),
can be calculated for any given monochromatic incident wave. We note any single mechanical

impedance block is a complex quantity generically represented as the sum of resistive (R) and

reactive (X)) parameters as in eq.(1).

Z=R+iX eq.(1)

2.2 Resonance of the SBPA Architecture

For a heaving SBP A architecture, the power capture is maximized when both system
resonance is achieved and the PTO resistance is optimally set. To enforce system resonance
through an analytical means, a mathematical definition of the resonant condition consistent with
the mechanical impedance formulation must be determined. Falnes [7] proposed an equation

inspired from electronic circuit theory. In his proposition, a functional boundary was defined to

10

93



186

187

188

189

190

191

195

196

197

198

199

separate the PTO impedance (Z,,,). [rom the remaining lumped SBPA impedance or intrinsic

impedance (Z,). illustrated by the mechanical circuit in Figure 3b.

Canonical
Form

, Circuit |
Simplification

a ¥t b)

=40

Figure 3: SBP'A as the Canonical Form

From this functional separation. Falnes proposed that the natural frequency of the remaining

SBPA WEC architecture is determined by evaluating eq.(2) (cf. 5.324 [7]).
Smi{Z}=0 eq.(2)

For a heaving SBPA with constant geometry and inertia, and with an amplitude controlled
PTO, resonance only occurs when the incoming wave excitation frequency is equal to the natural
frequency of the floating body. For all other wave excitation frequencies, resonance is not
achieved without intervention. Clearly. invoking resonance across a bandwidth of operating
frequencies is desired to maximize power capture. Thus a feature set independent from the PTO

(i.e. within the definition of Z,) capable of injecting the appropriate reactance into the remaining

system to satisty eq.(2) would achieve the desired result. In choosing to represent the SBPA
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architecture using a resistive PTO and a reactive force source external to the PTO, the resonance
control problem may be classified as a subset of geometry control first introduced by Price [15].

In Figure 3a, we observe a mechanical circuit of the SBPA architecture schematically
represented in Figure 1b, with a reactive force source, ﬁ'Fm, external to the PTO.

Once system resonance is invoked, maximizing the power captured by the resistive PTO
requires applying the impedance matching criteria [7] to set R,;, according to eq.(3). When
Ry = RPTOapz , amplitude control is invoked by the PTO and the power captured is defined by

eq.(4), with the complex amplitude of the body velocity defined by eq.(5) [7].

RPTOOP, :|Zi| eq.(3)
| 7, §
P = e eq.(4)
e A Re{Z 3+ Z,|]
ﬁpm
y—. < (5
T eq.(5)

In SBPAs, resonance is the condition in which the wave excitation force is in phase with the
float velocity. This description is visually intuitive and, thus, analytical design guidance is
relatively straightforward to implement in linear monochromatic WEC models. As WEC
architecture complexity increases and more bodies and components are considered in a
conceptual design, (e.g. SRPAs), this visual intuition becomes clouded. As a multi-body system,
the motion of the complex WEC architecture is described in terms of its natural modes of
vibration. It is unclear how the shape of each vibration mode influences power capture. As
such, WEC developers resort to specifying design parameters early in the design process. This

loeks focus onto a specific WEC configuration [12], but allows for implementation of numerical
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optimization routines to search for the resonant conditions. Unfortunately, the insights obtained
from these numerical optimizations cannot be generalized across configurations, and WEC
developers are left resorting to a trial and error process as configurations evolve. There is,
therefore, an acute need for extending the analytical methods for evaluating the resonant

conditions available to SBPAs, to more complex WEC architectures.
2.3 SBPA as the WEC Canonical Form

The SRPA [16], with its PTO interfaced between two wave activated bodies, was a natural
development on the SBPA as the two-body architecture eliminated the need for an ocean floor
reference. However, this introduced a new challenge as analytical equations describing the
maximum power capture conditions were unknown. Falnes provided a path forward by
developing an ingenious analytical interpretation of the impedance matching problem. Falnes
applied a mechanical Thévenin [17,18] equivalency transformation and represented the SRPA
WEC architecture as a phenomenological equivalent SBPA — the canonical form in Figure 1b

with an equivalent single body intrinsic impedance, wave excitation force, and single body

velocity [18]. In this formulation, the equivalent wave excitation force, ﬁPTOm , 18 the force

experienced across the PTO of the SRPA when the PTO rigidly secures the float to the spar,
whereas the equivalent single body velocity (i) is the relative velocity measured across the

PTO.
With this formulation Falnes exposed an important insight— resonant conditions are
invoked in the SRPA architecture when %,,,  is in phase with &, , which does not necessarily
erons

coincide with the resonant conditions of either of the individual bodies [18]. Since Thévenin’s

theorem is invariant to topological complexity, Falnes” impedance matching strategy in the
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SRPA architecture has been generalized by Bubbar et al. [12] for WEC architectures of arbitrary
complexity through the use of the mechanical circuit framework [14]. As the canonical form is
simply the representation of a complex WEC architecture as an equivalent SBPA architecture,

the resonant condition(s) for the complex WEC architecture may be determined through

substituting Z;, isolated from the canonical form, into Falnes’ well-established analytical

condition, eq.(2), for resonance in SBPAs. In this formulation, both ﬁp and Z,, isolated

TOcizmp

from the canonical form, are now functions of the physical parameters of the complex WEC
architecture. In addition, the power capture, subject to optimal PTO damping, is determined by
eq.(4), and the relative complex velocity amplitude between the float and spar, as measured

across the PTO, is determined by eq.(3).

In this work, we will demonstrate the derivation of Z, and FPTO% , for Archli, Arch2 and

Arch3, enforce both the optimal resonant condition eq.(2), and amplitude PTO force control
¢q.(3) and establish conditions on the generic force sources (X ., X 1,, X ;) that ensure

resonant control of our complex WEC architectures.
3 Establishing Resonant Conditions in SRPAs

In this section, we consider three complex SRPA WEC architectures Archl, Arch2, and
Arch3, illustrated in Figure 2, all capable of implementing resonant control. For simplifying the
ensuing algebra, we choose an SRPA for which the coupled radiation forces are known to be

negligible (cf. Appendix E [19]). Each architecture is configured with one reactive force source
represented by the complex force amplitude I:"m , with n2=[1,2,3] signifying the indices for the

architecture number considered. This force source generates an unbounded monochromatic

14



263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

98

force signal at the frequency of the incoming ocean wave. The force sources F,, and F,, are

proportional to the relative complex velocity amplitude difference (%, —#, ) between the float and
spar in their respective architectures and described mathematically by eq.(6). Whereas the force

source in Arch3, Fp,, is proportional to the absolute complex velocity amplitude of the spar as

in eq.(7).
ﬁFm =Z (0 —1i), n=[12] eq.(6)
Frogy =Zpgill, eq.(7)

As introduced by Korde [20], we characterize the resulting force by the impedance in eq.(8),

which is controlled by the force source reactance X, .

Ly =X g5, n=[1,2,3] eq.(8)

In this section we will derive X, — the force source reactance, which results in resonant
-

control of Archl, Arch2 and Arch3. To derive these equations, we must first determine

analytical expressions of Z, for Archl, Arch2 and Arch3.

We first explore Arch2 and Archl in Section 3.1 and Section 3.2 respectively, noting that
while they are topologically equivalent, they are subtly distinct based on the definition of the
PTO boundary as discussed in Section 1. For Archl, with X . defined internal to the PTO, we
apply the complex-conjugate conditions verbatim, whereas for Arch2, with X, defined
external to the PTO, we apply the resonant control law in eq.(2). As we will demonstrate in
Section 4.1, the choice of defining X, internal to the PTO boundary, invalidates eq.(2) as a
constraint equation to enforce system resonance. Although this result has little impact on

15



289

290

297

298
299

99

delermining X, . as the complex-conjugate impedance matching conditions may be applied in
licu of eq.(2) to solve for Xy , the choice of defining the PTO boundary does have a

significant impact on how X, is determined in Arch3.
53,

Consequently, next we explore Arch3, which is topologically represented by a reactive force
source, X, . interfaced between the spar and ocean floor. In Arch3 the sparis seen as a

variable reactance subsystem. In Section 3.2. we derive the optimal force source reactance,

X'ss,, - for enacting resonant control of Arch3.

3.1 The Arch2 Canonical Form:

To determine the canonical form of Arch2 we execute the procedure outlined by Bubbar et al.
[12]. Step 1 comprises generating the mechanical circuit representing Arch2 as in Figure 4a.
Step 2 involves simplifying this mechanical circuit through the application of parallel (||) and
series (o—o) circuit transformations [14] resulting in Figure 4b; for which we define two new

lumped impedance terms. Z,,, and Z_, in €q.(9)-eq.(10). representing the equivalent float and

spar impedances respectively.

o
. [
s R N
Fe  Frw For - E
- . - r
fig t : Thévenin's
. L si ci',:m.h ; Theorem
i Xrs: i o ﬂr, o Simpli fication
Ul s LT 2 4
{24 {— = #
fo & 1
o AAA

3>_t_®

a)

Figure 4: Mechanical Circuits for Arch2:
a) Full Circuit; b) Simplified Circuit; ¢) WEC Canonical Form
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We explicitly note that in applying our circuit simplifications, £y, 1s contained outside the

definitions of either Z,, or Z_,.

Lo =L L | 2y | 2 = 2, + 2

eql “All

“A22

Zeqz =Ll 2| Zpn || £y =2, + 2

A

+Z£11 +Zi{1

K2

€q.(9)

eq.(10)

With the simplified circuit of Arch2 established, in Step 3 we analytically determine two

parameters inherent to this architecture. #, — a case of the relative velocity between the float

and spar when the PTO resistance is eliminated, and F, pro,,.. — @ case of a PTO clamped through

force developed when the PTO rigidly secures the float to the spar. To determine these

parameters we represent these cases by augmenting the mechanical cireuit of Figure 4b with the

two new cireuits in Figure 5. Upon establishing the analytical equations for 4, _in Section 3.1.1,

and 7;,(,{_ . inSection 3.1.2, we continue with Step 4 by using these expressions to determine

Z, in Section 3.1.3. Finally, in Step 5 we substitute Z, into eq.(2) and isolate the optimal force

source impedance, X, .to enforce the system resonance condition in Section 3.1.4.
& Sop

E‘?ﬂ

ﬁ‘rs.'

Hipamp

Rna=0(.‘ .

Frro

Clamp I I Clamp

o Eesr)
|

b)

Figure 5: Solving for the Thévenin Equivalent System for Arch2

a) Free Relative Velocity; b) Clamped Through Force
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3.1.1 Free Relative Velocity Difference

To determine #, , we apply Kirchhoff’s Node Law on each node in Figure 5a resulting in

eq.(11)-eq.(12).

£, :Zeqlﬁlmg +ZFSZ(121M 7122%;) ‘J\IDdel eq.(11)
ﬁ;ﬂ = Zqu”’\Zﬂa —Zg (721,% 7”’\2,7“ ) ‘Nodez eq.(12)

For which we can solve for 4, as in eq.(13).

PNV AN 4
ﬁ,ﬂ — ﬁln _ﬁ2n — ex2egl exl™egl eq(13)
- - - ZquZqu + ZFSZ (Zeql + Zqu )
3.1.2 PTO Clamped Through Force:
To determine F, we analyze the circuit in Figure 5b under the knowledge that both the

PTOcimp

float and spar are constrained to move together and hence, there is no relative motion across the

PTO leading to eq.(14).

Z’{1 = uz = Z’;C‘[amp eq(14)

We also note that all the force between nodes 1 and 2 passes through the PTO, and thus

applying Kirchhoft’s Node Law on each node results in eq.(15)-eq.(16).

F= FPTOUMP + Zeqluclamp ‘Nodel eq.(15)
Fa= _FPTOC,W +Zeq2uclamp ‘Nodez eq.(16)

Using eq.(15) and eq.(16) to solve for 7 POy while eliminating #,,, results in:
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A FonZp—FioZ,
PTGy e 2 eq-(17)
Z it Z a2

3.1.3 Equivalent Single Body Intrinsic Impedance

The equivalent single body intrinsic impedance of the canonical form is determined to be:

F, Z Z
7= a0 g 4.(18)
u,_. Zeql + qul

Figure 4¢ depicts the ensuing circuit representation of the WEC canonical form — the
equivalent wave excitation force in parallel with both the single body intrinsic impedance and the
resistive PTO load. We now utilize eq.(18) to establish conditions on our force source for

enabling resonant control on Arch2.
3.1.4 Determining the Force Source Reactance to Enable System Resonance

Having derived Z, in eq.(18) for Arch2, we substitute eq.(18) into eq.(2) to enforce the

optimal resonant condition and isolate the optimal force source reactance as in eq.(19).

YA
X, =—3my ¢q.(19)
o {Zegl +Zeqz }

For Arch2, the combination of setting the force source reactance by enforcing eq.(19) while
simultaneously setting the PTO resistance according to ¢q.(3), will maximize the power captured

for this architecture.
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3.2 The Arch1 Canonical Form:

In Section 3, we identified Archl and Arch?2 as representing the same topology, with the
distinction that Archl contains a resistive/reactive PTO and thus, the reactive force source (ﬁFsl)

is defined within the boundary of the PTO. As such, the equivalent float and spar impedances
for Archl and Arch?2 are defined by eq.(9) and eq.(10) respectively. In his seminal work on
SRPAs, Falnes derived the intrinsic impedance of the canonical form of Archl, with the coupled

radiation forces set to zero, as in eq.(20) (cf. (24) [18]).

ZAZ,»
Zi = ﬁ eq(20)
+ 2

21

To determine the optimal force source reactance (X, ‘) on Archl, the complex-conjugate
op!

PTO force control conditions must be applied leading to the optimal settings for the PTO

resistance and reactance set as in eq.(21) and eq.(22).

RPTOGP, =Re{Z} eq.(21)
XFSIDP, =3Im{Z} eq.(22)

In comparing eq.(22) from Archl with eq.(19) from Arch2, it is clear that X iy = Xie»

apt
and thus, as expected, both Archl and Arch2 operate under the same resonant control state.

Further, comparing eq.(21) with eq.(3) while e¢q.(2) is enforced, ensures that the PTO resistances

are also equivalent. We can therefore conclude, Arch?2 operating with X, set to eq.(19) with
R, setto eq.(3), functions equivalently to Archl operating under complex-conjugate PTO

force control. This is important as it demonstrates that, as expected, the resonant control
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382

conditions for both Arch! and Arch2 were consistent with one another, however the constraint
equation applied to determine the result, eq.(22) or eq.(2) respectively, differed depending on
how we defined the PTO boundary. This point may appear as a semantic for Arch2 but is of
grave importance to determining the resonant control condition in Arch3. For a full derivation of

the optimal PTO settings for Archl using the mechanical circuit framework, please consult

Bubbar et al. (ef. Section 3.1 [12]).
3.3 The Arch3 Canonical Form:

Bubbar et al.”s process is once again executed on Arch3 to determine the canonical form

parameters (“r,,m . FPIOM,

cand Z,), followed by enforcing the resonant control law in eq.(2) to
determine the optimal foree source reactance (Xpg; ). In Step 1 the mechanical cireuit is
generated in Figure 6a, and simplified in Step 2 resulting in Figure 6b with new lumped

impedance terms, €q.(23) and ¢q.(24), defined for Z,, and Z_, respectively. We note in this

case, after applying our circuit simplifications, Zyg; is contained within the definition of Z_, .

(D)
. \=S [
h L [ —r’ A
o R
o = F. - y
Yy . fy =
Nre Fulfn 9 Fow — A
E—'—|]—°- B & E _ Cireuit _
R By A, )—D_:.Sm,-mjuamm
1 b g
1.5 & : X A
AMA Koo
W Frss 0] 1
¥ ¥
iy iy

Figure 6: Mechanical Circuits for Arch3:
a) Full Circuit; b) Simplified Circuit; ¢) WEC Canonical Form
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383 ngl = Zwl | Z,m | Z.-m | le = Zml + Z)ill + Z.-m + le = R«;l +L\'m1 €q.(23)
384 Zop = Lot | 2 | Zoa | Zia | Zpss = Zp + L + Ly + Z gy + Z sy = Rup +iX ;. €q.24)
385 Next 4, . F;,,.qw .and Z, are determined using the augmented mechanical circuits in

386 Tigure 7 with details contained in Sections 3.3.1-3.3.3 respectively. I'inally the optimal resonant

387  condition is determined by substituting Z, into eq.(2). to isolate X 3, AS described in Section

388 3.34.
i, 21 liguny [
389 a) b)
390 Figure 7: Solving for the Thévenin Equivalent System for Arch3
391 a) Free Relative Velocity; b) Clamped Through Force

392  3.3.1 Free Relative Velocity Difference

¥
=
Y]

To determine 4, -, we apply Kirchho[T's Node Law on each node in Figure 7a resulting in

394 eq.(25)-eq.(206).

395 Foy = Zpt ot eq.(25)
396 Fou=Zi ¢q.(26)

397  For which we can solve for 4, as:
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F z -F 7
12’ :ﬁl _ Az _ Cex2eql ex1eg2 eq_(27)
- o - ZquZqu

3.3.2 PTO Clamped Through Force:

To determine ,,,  we analyze the circuit in Figure 7b and recognize that all the force
Cionp

£ PTO1s

between nodes 1 and 2 pass through the PTO. As such, mirrors the result of eq.(17)

from Section 3.1.2.
3.3.3 Equivalent Single Body Intrinsic Impedance

The equivalent single body intrinsic impedance is determined as eq.(28) with the canonical
form depicted in Figure 6c¢.

F, A
7 = —om _ ellent eq.(28)
i Lo oo

THree egl

We now utilize eq.(28) to establish conditions on our force source for enabling resonant

control in Arch3.
3.3.4 Determining the Force Source Reactance to Enable System Resonance

Having derived Z, for Arch3, we once again apply the optimal resonant condition of eq.(2).

To accomplish this, we first substitute the generic complex form Z,,, =R, +i¥,,,, n=[12] into

eqn?
¢q.(28) yielding an expression for Z, based on the equivalent resistances and reactances of the

float (r=1) and spar (n=2). We then substitute this expression of Z; into eq.(2), yielding a

quadratic polynomial expression in X, , described by €q.(29).
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431

(X)X +R

R, R +(X,, +X,,)*

eql a

PR X DX

eq2

"X

oq2

0 eq.(29)

Provided R ,#-R _, and X  #—-X

- 02 el ez We can solve for X, the spar reactance required
for system resonance, by applying the quadratic equation to the numerator of ¢q.(29) yielding the

two solutions in eq.(30). These solutions are important as they represent design insight on how

system resonance is achieved in Arch3 through manipulating the spar reactance alone.

0@y L = _(qulz + qulz) * \/(qu12+ qulz )2 - 4(qu1)(qu22 qu)
G 2opt ZX

egl

eq.(30)

We note that all variables in eq.(30) can be recovered by applying the analytical real and
imaginary operations outlined in eq.(31). Conversely, if we had assumed the float has a variable
reactance feature set instead of the spar, the optimal float impedance could be determined by

rearranging the numerator in eq.(29) as a polynomial in X, ; and solving for X oty leading to a

eql
symmetrical equation to eq.(30) where ‘eq2” is substituted for ‘eq]’ and vise versa.

R, =Refeq.(23)}, X, =3mieq.(23)}, R, =Re{eq.(24)} eq.(31)

To determine the optimal force source reactance, we lump all the hydrodynamics and inertial

impedances of the spar into the term Z_,,, as in eq.(32), then isolate X ,; in eq.(24), and

substitute eq.(30) into this expression yielding eq.(33).
Loy = Lpp ¥ Ly F Loy T 2y q.(32)

10.(2) —_ W2 o
XFSSD,,; = Xengp, =3z, .} eq.(33)
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For Arch3, enforcing eq.(30) through setting X5, = X 5, in eq.(33), will give rise to

two different system resonance states in the canonical form. As there are two system resonance
states in Arch3, it follows that a comparative analysis must be performed. Having derived the
optimal force source reactances to enable system resonance, the outstanding question at this
point is what, if any, are the performance differences of Arch2 and Arch3 when operating under
system resonant conditions with the PTO resistance set optimally. We answer this question in

the next section.
4 Numerical Examples of WEC Configurations

The focus of this section is to demonstrate how the analytical constraints defining the optimal
force source reactances, determined in Section 3, can be used to enforce the resonant conditions
on each architecture considered. We achieve this through performing a comparative numerical
analysis using physical parameters from an experimentally verified SRPA 1/25" Froude-scaled
model, resembling a WaveBOB™ device, published by Beatty et al. and detailed in Appendix A
(cf. “WEC A’ [13,19]). To perform this comparative analysis, a series of configurations are
defined that are built on the parameters extracted from Beatty et al.’s single experimental model.
To ensure equitable comparisons are based on performance, each of the configurations
considered have the same: 1) hydrodynamic coefficients—the sizes and shapes of components do
not change, and 2) total mass. We note at this stage of the analysis the reactive force source is
represented conceptually without a physical embodiment. An embodied design of the reactive

force source will be specified in Section 5.2.

To perform this comparative analysis, we first reproduce the same two SRPA WEC

configurations originally published by Beatty et al. based on their experimental results. We note
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both of these configurations are based upon Archl with the only distinguishing difference being
the PTO force control mode — Config! is amplitude controlled, while Config2 is complex-
conjugate controlled. Config! and Config2 serve as comparative baselines as neither contain a
geometry control feature set external to the PTO. A third configuration. Config3. is generated
based on Arch2 of Figure 2b, while the last two configurations, Config4 and Config3, are generated
based on each of the resonant states derived for 4rch3 of Figure 2c. Numerical models of all
Configl-5 are constructed by substituting Beatty et al.’s model parameters verbatim into the

equation sets detailed in Table 1.

Table 1: Overview of Configurations Used in the Comparative Analysis

Architecture:  Configuration: Z, Lo X, Z

g2

Archl Configl eq.(20) eq.(3) - eq.(10)

Archl Config? eq.(20) eq_(’il‘)), - eq.(10)
eq.(22)

Arch2 Config3 eq.(18) eq.(3) Ao = €q.(19) eq.(10)

Arch3 Configd eq(28)  eq(3) X = eq(33)  eq(24)

Arch3 Configs eq(28)  eq(3) VX, =eq(33)  eq(24)

In the subsequent sections, we explore the comparative performance of these configurations.
Section 4.1 focuses on confirming whether optimal phase control is achieved for each
configuration. Section 4.2 presents the power capture performance of each of these
configurations, detailing the source of differences, and establishing Config5 as the superior

performing configuration.
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4.1 Was Optimal Phase Control Achieved?

In Section 1. we made the conscious decision to revert to an earlier interpretation ot the
optimal phase control problem as “enforcing the state of system resonance ', allowing for the
derivation of the generalized resonant conditions for the complex SRPA WEC architectures
considered in this work. In this section, we demonstrate, using our numerical examples, that
optimal phase control is achieved when the resonant conditions are enforced. In equation form,

this requires that eq.(34) [18] is satisfied at each excitation frequency considered.
V(@) = £F,p, (@)= 43, (0) =0 eq.(34)

We perform a comparative analysis by evaluating eq.(34) for each of the configurations detailed
in Table 1 and plot the results versus Wave Excitation Frequency in Figure 8a. In observing Figure
8a, all the configurations except Configl adhere to the constraint outlined in eq.(34), and are thus,
operating under optimal phase control. As anticipated, Configl cannot satisty eq.(34) at all wave
excitation frequencies as the PTO is purely resistive and there is no reactive feature set present to

enable system resonance across the frequency band.

50 1200 i
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Figure 8: Plot of All Five WEC Configurations versus Wave Excitation Frequency:
() — «# (@); b) Intrinsic Reactance X ,.)

a) Plot of £F

To expose the relationship between the optimal phase control condition in eq.(34) and the
resonant control law presented in eq.(2), we plot the intrinsic reactance of the canonical form,
X, (), as a function of wave excitation frequency in Figure 8b using the corresponding form of
Z, specified in Table 1.

In Figure 8b we note Config3-5, all with geometry control feature sets external to the PTO,
adhere to eq.(2), while Configl-2 do not. The peculiar observation of Config2 not adhering to the

resonant control law of eq.(2), yet clearly enacting optimal phase control requires further

elaboration and an explanation follows.

In specifying the topological layout of Config2 based on Archl, we had intentionally defined
the boundary of the PTO to comprise of the single complex quantity Z,,,, containing both R,
and X ;. Upon constructing the canonical form, Thévenin’s theorem is applied across the
nodes of Z,,,. resulting in X, ,the quantity responsible for enforcing eq.(34), residing outside

the definition of Z,.

In contrast, in Arch2 and Arch3, for which Config3-5 are based on, the PTO boundary
contains R, only whereby Thévenin’s theorem is applied across, necessitating that Z, in
¢q.(18) contains X 5,. Inthis sense, X ., is separate from the PTO while still being
responsible for satisfying eq.(2) via implementing eq.(19). As demonstrated in Section 3.2,
Archl and Arch?2 are topologically equivalent requiring the same conditions on the PTO

resistance and force source reactance for enabling system resonance. However, in Archl, the

choice of defining the boundary of the PTO to include the reactive force source has the effect of
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invalidating eq.(2) as a measure of system resonance. This occurs as eq.(2) defines the natural

frequency of the canonical form, and only represents the condition of system resonance if the
feature set enforcing eq.(2) resides within the definition of Z, as in Config3 of Arch2. This

semantic of defining the PTO boundary to include the reactive force source has the unintended
consequence of invalidating eq.(2) as a means to enforce optimal phase control. The significance
of this choice is WEC developers are unaware that alternative WEC architectures exist, which do
not implement the traditional complex-conjugate PTO force control method, but contain the
capacity for much greater power capture potential. We, therefore, recommend that within linear
monochromatic WEC models, the reactive force source should always be defined outside the

PTO boundary with the role to satisfy eq.(2).
4.2 Power Capture Analysis

The following section explores the power capture performance of Configi-5 in the context of

the canonical form parameters via eq.(35) originally derived by Falnes (cf. (28)-(30) [18]).

p =1

[ E ‘ Fproc,m Il

3, | cos() = Rel 2}, 2q.(35)

To perform this comparison we generate data for: 1) £,(@) — monochromatic power capture, 2)

| F, PlCamn (e0)]— amplitude of the equivalent excitation force, and 3)| & (@) |— amplitude of the

relative body velocity between the float and spar; all as a function of wave excitation frequency,

resulting in the three individual plots of Figure 9 respectively.
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Figure 9: Frequency Response of Kinematic and Dynamic Quantities for Configl-3:
a) Normalized Useful Power Capture; b) Amplitude of the Equivalent Excitation Force:
¢} Amplitude of the Relative Float to Spar Velocity

We begin by reviewing Figure 9a which exhibits the power capture frequency response of
Configl-3, with Configl and Config2 coincident with the results published by Beatty et al. (cf.
Fig. 15 [13]). Although Config2-5 are all operating under resonant control, their power capture
responses vary widely. This behaviour confirms that multiple resonant conditions exist that are
not equal when it comes to the power capture of complex WEC architectures. Solely enforcing
system resonance should not be the end goal of WEC geometry control in the SRPA architecture.
Rather the specific topology of the WEC architecture and the resonant control scheme greatly
influences the power capture potential. To comprehend this result we must explore the

corresponding frequency responses of | F (@)| and |21, (@)| of Figure 9b-c respectively.

PIC

First, in reviewing Figure 9b we note that | F,, ()| 1s coineident for Configl-3 and differs

TOtymp
for Config4-5. The reason for this observation is traced back to the form of | ﬁ.-m., (@) in
eq.(17) and its dependency on Z,,, . Since neither Xy, or X, are contained within the

definition of Z_, ineq.(10) for drchl or Arch2, |1':"1,,,,0__f ()| is the same for Configl-3. This

“egl
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same reasoning also explains why Config4-5 exhibit vastly different responses for | ﬁp (o) |

TOctamp

as X, is contained within Z,, in eq.(24). This dependency between \IS”PTOW (w)] and X,

has the effect of both lowering, as in Config4, and increasing, as in Config5, the frequency

response of \ﬁ " ()| relative to Configl-3. The benefit to increasing power capture via

TO

increasing | }A?; ()| 1s clear in eq.(35) with Config5 displaying the superior response.

TOC!/:

Another important parameter to review is | #,(@)|, as it not only influences the power capture
in eq.(35) but informs a WEC designer of predicted end stop collisions [18]. In comparing

Configl with Config2, as noted above | ]:“P

ro,,,, (@) ] is the same, but the power capture response

of Config?2 is larger. Based on eq.(35) this necessitates that | (@) | cos(y) must compensate
with cos(») —1 and |4, (@)| increasing, which is what we observe in Figure 9c. Hence, the

effect of transitioning an SRPA between an amplitude control PTO (as in Configl)to a complex-
conjugate controlled PTO (as in Config2 or Config3) is to realize larger device motions resulting
in increased power capture [7]. This choice incurs additional risk to the WEC developer as there
is a higher probability of end stop collisions due to float-spar oscillations. The conclusion here is
that Configl-3 based on Archl and Arch?2 are inherently flawed as increases in power capture are

only based on increasing the oscillation amplitude across the PTO.
Proceeding on we compare Config3, based on Arch2, with Config4 and Config5, based on
Arch3. Tn exploring Figure 9a, we note Config4 is only larger in F,(®) relative to Config3 in

the frequency range @ <2 rad/ s as a result of both larger | £, ro, (@] and la(@)|. In

contrast, Config5 exhibits the largest P, (@) response over the entire frequency range of
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L5 <w<4 rad /s, which is clearly attributed to a significantly larger force response,

| £, P10, (@) |, with the added benefit of a small velocity response, | 4 (w)|. Clearly, the power

capture response of Config5, based on Arch3, is superior to all the alternatives in this analysis,

. . . ?) . . .
and it remains to discuss how the reactance X, can be realized using machinery.
o

§ Subsystem Architecture Design and Technology Innovation

Up to this point, we have identified a high performing configuration in Config5 of Arch3,

however we have yet to specify how the optimal force source reactance, X, - will be

physically realized. Section 5.1 will focus on a brief review of a promising technology, inerters,
as applied to wave energy conversion. Section 5.2 will follow by presenting a subsystem circuit
that is systematically substituted for the optimal force source element. In this substitution, we
will apply realistic physical constraints on the design and generate a feasible power capture
response based on approximating the optimal force source frequency response. In Section 5.3
we will compare these power capture results against Configl,2,5 in Figure 9a, experimental data

previously published by Beatty et al. [13], and the SRPA power capture limit (5, |,,.)

previously published by Bubbar and Buckham [21]. Finally, we conclude by presenting an
explanation of how these power capture responses relate to the complexity of a WEC control

regime.
5.1 Review of Inerter Technology

Developed by Smith [22] and formally introduced into the wave energy community by
Bubbar and Buckham [21], inerters are mechanical devices capable of temporarily storing and
delivering mechanical reactive power during an oscillation eycle. Inerters achieve this through
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converting relative translational mechanical motion into rotational motion of a flywheel, which

exerts an opposing reaction force proportional to the relative acceleration as measured at the

device nodes. This proportionality constant is known as the inertance, has SI units of kilograms,

and is denoted as m,; in this work. In general, the inertance is calculated as the product of the

transmission ratio squared (f°) with the moment of inertia of the flywheel (J) as in eq.(36)

[23], and semi-active inerters are devices for which online adjustments of the inertance are

permitted [24].

My = B ¢q.(36)

Similar to mass elements. inerters induce a phase delay between the reaction force and the

relative translational velocity as measured between its terminals. At present, three types of

inerters exist: 1) rack and pinion [22], 2) reverse driven ball screw [25], and 3) hydraulic [26],

for which the definition of /£ varies with each type. Inerters are signified as a flywheel in the

mechanical circuit framework with the frequency domain constitutive equation described in

Table 2.

Table 2: Mechanical Circuil Element for the Inerier

Element Description: Circuit Element Constitutive Equation
Loy () ) )
Frogl) z w(mw, L) = :cumw(a))
Inerter - , . .
_-|- -|-» E (@) =2, . (m g o)u(@)-u,(o)]
1 fua) fiyte)
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§.2 Substitution of Force Sources for Invoking Technology Innovation

For Config5 to operate under resonant control, the force source reactance, X, , is

scheduled across the operating frequency range to ensure @X in eq.(30) 1s satisfied. The

2q 2o
force source at this point is still conceptual—a physical embodiment has not been defined. The
utility of establishing the optimal force source reactance @X 53, in eq.(33) prior to defining the
physical embodiment is it provides WEC designers with a tangible design constraint prior to

specifying how this constraint must be satisfied, thereby opening up the possibility for innovative

designs.

In reviewing the schematic of Arch3 in Figure 2¢, we note the conspicuous proposal of
interfacing the spar to the ocean floor via X, . Such a conceptual design, although predicted to
increase device performance, is highly impractical in deep-water operation. In reality, our choice
of specifying the topology in Arch3 was to allow for a complete generalization of the ensuing
conceptual design space, with an expectation that we would replace X, with a feasible

topology of linear mechanical components.

For example, we present a series of subsystems formed from linear mechanical components,
which can satisfy this lone requirement in Figure 10: a) semi-active inerter interfaced between
the spar and ocean floor; b) variable spring interfaced between the spar and ocean floor; ¢)
variable hydrodynamic added mass via deformable spar hull; d) variable physical mass via water
ballasting; and ¢) reaction mass internal to the spar, interfaced with a parallel combination of a
semi-active inerter and constant spring. Although we have presented five potential subsystem

circuits in Figure 10a-e, this list is by no means comprehensive.
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Figure 10: Mechanical Subsystem Schematic Replacements for X,
a) Semi-active Inerter Tied to Ground; b) Variable Spring Tied to Ground,
¢) Variable Spar Added Mass via Deformable Hull;
d) Variable Spar Physical Mass via Water Ballast;
¢) Reaction Mass Internal to Spar with Parallel Semi-Active Inerter and Constant Spring

In this work. we select the subsystem circuit of Figure 10e to perform our substitution and
provide a physical embodiment of X ... In the corresponding subsystem, the geometry control
variable is the inertance, m (@) . whereas the reaction mass. ;. and coupled spring. k, . are
constant and require specification. As a first step. to maintain an equitable comparison, we must
ensure the total mass ol the spar and the reaction mass subsystem in this configuration is the
same as the mass of the original spar used in Beatty et al.’s experimental work. As such, we
choose to set the sum of the masses m, and m, in Config5 equal to the mass of Beatty et al."s
original spar following m, =m, =57.5kg. Next, to offset the gravitational force from m, and
place it at the centre of travel inside the spar, we specify a constant spring stiffness of

Ky =2000 N /m .
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To determine the inertance m, ; (@) frequency response required to enforce @Dx Fss,,» WE

develop an equation describing the equivalent reactance of this subsystem circuit by applying
circuit simplification transformations to the subsystem circuit of Figure 10e. We then equate this
expressionto X 3, required to enforce optimal phase control, yielding eq.(37). Finally, we
substitute the impedance relationships (cf. Table 1 [12]) for each term in eq.(37) and solve for

the optimal inertance, m,, ’(a)), to give eq.(38).

X _-+X. )X
®x @)= Tm{Z Z, oo Z y=—r BT ¢q.(37
Fssm( ) {2 e 1Z,s st Xmgﬁ" TX, X, q-(37)
@) ka
k3ma + XFsagp, () i, _;
My (@)= eq.(38)

@lom, ~ DY, (@)]

FS 3opt
We note in calculating Moy (w) using eq.(38), we must supply the updated value for
m, =57.5kg into eq.(32) to calculate mXFss,, - The frequency response of My (o) is plotted in
Figure 11 with two key observations. First, m_ (@) becomes negative at @ =3.5 rad /s which

is impossible to satisfy with the chosen subsystem design. Second, a vertical asymptote is
observed at @~ 3.85 rad/ s where the denominator of eq.(38) tends to zero, drastically

extending the range of (®). To circumvent these challenges, we select a feasible inertance

My

operating range of m,, =[m . ]=[100.830] kg . We choose m,, =100kg as extreme

ffmin el min
low values of inertance are challenging to achieve due to the quadratic relationship of the

moment of inertia with the radius of gyration as inferred in €q.(36). This feasible inertance range

allows for My (@) to be satisfied for the frequency range of w =[1.5,3.16] rad /s, with the
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compromise of setting m,, =100 kg for all frequencies in the range 3.16<w <4 rad/s. In

specifying these realistic design constraints, we have in essence created a new configuration, we
label as Config6, for which we will present a comparative power capture response in Figure 12

of Section 5.3 to outline the consequence of this trade-off.

1000 T T T T I
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Wave Excitation Frequency (w) [rad/s]
Figure 11: Plot of ""ﬂ,‘f,.e (r2) versus Wave Excitation Frequency:

The combination of the WEC model parameters and the chosen subsystem circuit created a

scenario in which the full range of X, could not be satisfied across the frequency spectrum.

O Lo
Trade-ofts were required to allow for a feasible configuration that implemented resonant control
for a majority of the frequency range. To further broaden the bandwidth of operation, a WEC
designer may consider: 1) redesigning the device to alter the WEC model parameters to allow for

a more suitable frequency response of’ ‘E’A"mm to be satisfied by a feasible range of m, o and /
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with a different subsystem circuit which theoretically can satisfy ?X g2

oot

or 2) replacing X

3

through supplying the required negative reactance values of X, S5,

5.3 Comparison of Numerical Results with Experimental Data

In this final section we quantify the power capture performance of Configl,2,5,6 proposed in
this work in relation to data obtained from experimental trials performed by Beatty et al. [13], for

which these configurations are based.

To begin, we define the datasets observed in Figure 12. Six overlaid datasets of power
capture as a function of excitation frequency are noted. The first three are Config!,2,5 originally

presented in Figure 9a and described in detail in Section 4.2. Next, we observe Fy,, based on

the experimental trails conducted by Beatty et al. [13] performed in a monochromatic wave
regime using a PTO simulator [27] that generates an amplitude controlled PTO force response
[7]. As originally presented by Beatty et al. [13], there is good alignment of Config! with Py,
and thus confidence in the linearized hydrodynamic and inertial parameters used in all the
configurations presented. The next dataset is Config6, defined using the subsystem circuit of

Figure 10e in Section 5 and based on a feasible operating range of m,,{(w) for best
approximating X 51, Clearly, the power capture response of Config6 is coincident with

Config5, until @ =3.16 rad /s — the frequency at which the inerter of Config6 can no longer
supply the required inertance to maintain resonant control. Above @ =3.16 rad/s we observe a

steep decline in power capture. The final datasetis £, |, represents the upper bound in power

opt
capture by a SRPA with a complex-conjugate controlled PTO and an optimally set inertial
modulated spar as originally introduced by Bubbar and Buckham [21].
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Figure 12: Power Capture Frequency Response for Various SRPA Configurations Adapted from [21]
To understand how a WEC designer leaps up on the configuration chart of Figure 12, we
explore the relationship between the complexity of the WEC control regimes to the resulting
power capture performance when the WEC is represented in canonical form. We first

qualitatively describe the complexity of the WEC control regime as a combination of both the:

)]

number of simultaneous control parameters, and 2) the dependencies of these control parameters

upon one another. A summary of these attributes are pictorially represented in Figure 13 for the

configurations considered. Clearly, Configl, with the lowest power capture performance, cnacts

the simplest control regime. an amplitude controlled PTO with K,,, set optimally fo eq.(3) as

the single control variable with no geometry control feature set present to influence the system

dynamics. Next, Config2 enacts a more complicated control regime with improved power
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capture utilizing a complex-conjugate PTO with two controlled parameters— R, set optimally
to eq(21) and Xy, set optimally to €q.(22), but again without a geometry control feature set

present. The subsequent configuration is Configd with again two controlled parameters. however

there is an additional dependency between these parameters manifesting in a master-slave

relationship | 12], for which the value set in the master parameter, Z, . influences the optimal
value set in the slave parameter, Ry, . Optimal power capture is achieved when the spar
dynamics are set through £, to induce system resonance, with K,;, being subsequently set
based on Z,, to maximize the power capture. Finally, the most complex and highest
performing regime is the £, |, configuration, containing three controllable parameters—one
master parameter, Z ., . which influences the spar dynamics, and two slave parameters, X ..,
and R, . which set the resonant state and maximize power capture respectively.

Greomietry

Configaration  Ca Intrinsic PTO Foree

Impedanee  Control Parameter

Parameter

Muaster i m;l Slave
== ; -a
PU,._,'W“ '\[F.w%"_"[i <
cc =" Xy on

GC

Config5: Master

- it Y
ac {{,_‘,;n—» Z; —1Rrrgs Slave

' 3

WEC Control Complexity

Configl:
AC

Figure 13: Classification of WEC Control Complexity for all WEC Configurations
with Red Dashed Squares Highlighting a Coontrol Parameter
and Bluc Arrows Describing Parameter Dependencics
AC=Amplitude Control, CC=Complex-Conjugate Control, GC=Geometry Control
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In reviewing Figure 12, we note the gap between Config2 and Config5 is substantial
justifying the added complexity of introducing a master-slave relationship. However, the gap

between Config5 and B,

|.,; is smaller and requires an additional dependent control parameter
Max P

introducing a further complex technological design challenge. Clearly, this relationship between
WEC control complexity and power capture is non-linear and thus, a WEC developer must

cautiously consider the appropriate control complexity to power capture ratio applicable for their

development program.
6 Conclusions

For wave energy to become an economically viable form of renewable energy, the power
capture performance of WEC devices must continue to improve. To succeed with this challenge,
WEC developers must be encouraged to focus on devices with more promising power capture
potential early on in the conceptual design phase of a development program. To support the
identification of WEC architectures with a promising power capture performance, we proposed
an analytical method previously unavailable to WEC developers, based on transforming an
arbitrarily complex WEC architecture into a simplified canonical form, to extract analytical

expressions on how to achieve system resonance.

We followed this proposal with a case study implementing the method to extract design
insights to compare five WEC configurations based upon three complex SRPA WEC
architectures, the last two of which incorporated an embedded geometry control feature set. We
then demonstrated using numerical models, that although the WEC architectures are similar in
topology, power capture performance can vary greatly necessitating important considerations on

WEC topology and its influence on the equivalent single body excitation force early in the
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conceptual phase of development. We followed by demonstrating how the generality of the
analvtical method offered a performance target for the design of a subsystem without
constraining the design to a specific technology. We revealed how multiple potential subsystems
could be simultaneously considered to satisfy the analytical performance requirements leading to
the selection of a subsystem circuit implementing inertial modulation using inerter technology.
Finally, we presented an explanation of a power capture hierarchy of the WEC configurations
under study in the context of the ensuing complexity of the control regime revealed through our

numerical analysis.

Although this work has offered a new viewpoint on the utility of monochromatic linear
frequency domain WEC models in the conceptual design stage of a development program, our
future outlook will focus on the following areas: 1) exploration of alternative subsystem circuits
capable of satisfying the optimal spar reactance, 2) sensitivity analysis of the presented control
parameters in the context of power capture, 3) methods for developing time-domain WEC
models operating under the control regimes presented, and 4) fabricating a scaled model using an

inerter and performing experimental trails in a wave tank.
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7 Appendix A: Physical SRPA Model Specifications

The motivation of Appendix A is to describe the physical design parameters associated with
Beatty et al.’s [13] SRPA WEC model used to perform the numerical analysis presented in
Sections 4-5. We highlight key dimensions in Figure 14 with an overview of the model
parameters listed in Table 3. Detailed frequency response plots of the linear hydrodvnamic

coeflicients can be found in Beatty et al. [13].

float
v
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spar

1.56-1 \—/

(=]

0.127
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0.297 -1

Figure 14: Simplified Cross-Sectional Drawing of the
Original SRPA WEC Configuration Adapted from [13]
Callouts in Metres
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Table 3: Overview of Inertial and Hydrodynamic Parameters of the 1/25 WEC Model
Adapted from [13]

Parameter Value Units
Float

Outer diameter 0.595 m
Inner diameter 0.317 m
Hydrostatic stiffness 2000 N/m
Physical mass 12 kg
Radiation damping (min, max)  8.90, 59.6 Ns/m
Added mass (min, max) 27.6,327 ke
Excitation force (min, max) 1290, 1850 N/m
Spar

Hydrostatic stiffness 509.5 N/m
Physical mass 115 ke
Total damping (min, max) 39.74,69.13  Ns/m
Added mass (min, max) 64.22, 67.81 ke
Excitation force (min, max) 16.00, 337.5 N/m
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