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Abstract 

 

Residents in urban areas depend on infrastructure systems to return to functionality quickly 

after disruptions from natural and man-made disasters to support their livelihood and well-being.  

This work seeks to improve the accuracy of infrastructure recovery time estimates by introducing 

mutually exclusive damage state modeling into the Graph Model for Operational Resilience 

(GMOR) and utilizing this capability for road recovery assessment in two case studies in the 

District of North Vancouver, British Columbia.  The first case study also explores the recovery 

of water, wastewater, and power networks in the District, and demonstrates that power and road 

systems recover more slowly and are more variable in their recovery time than water distribution 

and wastewater collection systems.  The second study specifically addresses important sections 

of road within the District and shows that intelligent prioritization of resource allocation for road 

repairs can improve recovery times by up to 37% compared to random ordering.  
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1 Introduction 

Worldwide, natural disasters affect millions of people each year and are expected to increase in 

severity and consequence in the future (Thomas 2017; Coppola 2006).  As these increases are 

felt in the coming years, it is essential to recognize the strain that they place on populations and 

infrastructure services (Choi, Deshmukh, and Hastak 2016).  A holistic understanding of 

disasters, their causes, and their immediate and long-term effects will help communities and 

organizations better prepare for the hazards that they may face. 

 The events and activities that surround disasters can generally be grouped into four 

phases: mitigation, preparedness, response, and recovery.  Of these four, recovery is often 

regarded as the most poorly investigated and understood (Haas et al. 1977; Rodríguez, 

Quarantelli, and Dynes 2007; Berke, Kartez, and Wenger 1993).  Much research exists 

surrounding the performance of systems recovery after disaster (see Bragado’s (2016) study of 

lifeline performance after earthquakes and a book of reconstruction, restoration, and post-disaster 

innovation research edited by Shaw (2014), for example), but truly understanding how these 

systems interact and the processes that govern their recovery is often significantly more complex. 

 Most individuals are aware of the importance of planning for the immediate aftermath of 

a disaster (Donahue, Eckel, and Wilson 2014; Onuma, Joo, and Managi 2017) and trust that local 

and regional systems will recover in time to maintain their livelihood before their personal 

resources and capabilities are exhausted.  Historically, however, this restoration phase was not as 

well planned as other phases (Haas et al. 1977), despite its critical importance in sustaining 

communities and supporting their ongoing development (Bristow 2019; Cassottana, Shen, and 

Tang 2019). 

 This thesis seeks to fill a gap in post-disaster restoration research by incorporating new 

capabilities into existing recovery modeling platforms and demonstrating the effects that 

disasters may have on critical infrastructure lifelines, their failure, and their subsequent return to 

functionality.  Given the inherent unpredictability of disaster timing and magnitude, it is 

impossible to precisely plan for all possible situations that a region may experience.  That being 
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said, recognizing trends and understanding recovery dynamics can inform communities and 

leaders to plan mitigation and response strategies that are within their control both before and in 

the aftermath of a disaster (Lubashevskiy, Kanno, and Furuta 2013; Rubin, Saperstein, and 

Barbee 1985).  Doing so will increase their resilience by speeding their recovery and supporting 

the needs and well-being of members within their localities and organizations (Bristow 2019; 

Cassottana, Shen, and Tang 2019; Rodríguez, Quarantelli, and Dynes 2007). 

 The work presented here is separated into three chapters that expand on the concepts 

discussed above.  Each chapter utilizes the capabilities of the Graph Model for Operational 

Resilience (GMOR), a computational engine used to model the recovery of infrastructure and 

organizational systems after failure due to disaster (Bristow and Hay 2017; Bristow 2019).  

GMOR is intended for use as a planning tool to help stakeholders and organizations understand 

the effects of disasters on the functionality and recovery of systems within their communities.  

The specifics of GMOR’s integration are addressed in detail within each chapter and examples 

are included to illustrate key points. 

 The first chapter (Chapter 2) describes a new methodology for incorporating differing 

levels of component damage into GMOR models.  This process allows for the failure of physical 

systems (such as roads, pipelines, or tanks) to be more accurately represented in GMOR models 

to improve estimates of required recovery time. 

 Chapter 31 details a case study of the recovery modeling of various infrastructure systems 

within the District of North Vancouver at a neighbourhood level.  An assessment was previously 

conducted by the district for a hypothetical earthquake scenario, and data gathered from the 

assessment was used to perform the study in this chapter.  The systems modeled include water 

distribution, wastewater collection, electrical power transmission, and road and highway 

transportation.  My contributions to this work were to revise the model by incorporating my new 

                                                 

1 This chapter was written with Dr. David Bristow and submitted to the International Journal of Disaster Risk 

Science (IJDRS) on May 31, 2019, for a special issue on data driven approaches for integrated disaster risk 

management and is currently undergoing review.  It has been edited from its submitted form to better fit within 

the broader context of this thesis. 
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methodology from Chapter 2, running simulations, analyzing results and leading the writing of 

the chapter. 

 Chapter 4 demonstrates the process of recovery for an important group of roads in the 

District of North Vancouver.  These roads are critical for connecting various sections of the 

District, and their recovery facilitates the movement of goods and services throughout the area.  

Specific paths within the area are considered to best illustrate the process of recovery. 

 Finally, a conclusion is offered that summarizes key points and lessons learned 

throughout the previous chapters.  It also presents considerations for future work and goals for 

ongoing improvements within GMOR and the field of resilience and recovery modeling as a 

whole. 
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2 Recovery from Mutually Exclusive Failure 

States 

 Introduction 

Natural hazards and malicious attacks threaten critical infrastructure systems throughout the 

world.  The ability of these systems to recover quickly after failure is essential for their ongoing 

operation and support of the communities that surround them.  Modeling this recovery can help 

policy-makers and operators develop plans to minimize loss when destructive scenarios occur, 

thus increasing the resilience of the communities that they serve (Bristow 2019; Cassottana, 

Shen, and Tang 2019; Rodríguez, Quarantelli, and Dynes 2007). 

 Ensuring the accuracy of the models used to represent and test infrastructure systems and 

their exposure to disaster is essential for informing communities about the hazards and risks that 

they face.  Various approaches exist for modeling disaster scenarios, each with its own strengths, 

required inputs, and priorities.  Some focus on the immediate effects of a disaster and provide 

estimates of damages to affected systems and components, while others deal with recovery 

processes related to these damaged systems.  The work presented here relates to the interaction 

between these two areas of research and expands on recovery modeling processes to more 

accurately align them with damage estimates.  Better representation of damages enables more 

detailed estimates of recovery times, which informs reconstruction activities and resources. 

 One tool commonly used in this field is Hazus, developed by the US Federal Emergency 

Management Agency (FEMA) for estimating loss and damages due to hypothetical earthquakes 

and other hazards.  The software includes regional parameters for locations in the United States 

and incorporates demographic and infrastructure data for the represented areas.  Hazus draws 

from a large database of past hazards and expert knowledge in order to predict damages due to 

the defined hazard.  Based on these predicted damages, Hazus then produces an estimate of 

economic losses and system recovery time for the affected area (FEMA 2011). 
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 Since the data that Hazus uses for recovery time is based primarily on previous hazards 

and expert judgement, there is a great deal of uncertainty in the results that are produced.  This 

uncertainty is one of the primary motivations for the development of more accurate recovery 

models such as the one presented here. 

 The Graph Model for Operational Resilience (GMOR. Bristow and Hay 2017; Bristow 

2019) is a modeling framework that attempts to provide an understanding of uncertainty related 

to infrastructure system recovery time.  Rather than using aggregate data for estimating recovery, 

GMOR instead focuses on the recovery of individual system components and tracks how these 

components interact with and relate to one another (Bristow and Hay 2017).  For example, where 

Hazus assesses a power system and reports a probability of recovery after a certain time for each 

component, GMOR instead tracks the functionality of each component and models how they 

relate to and are dependent on other systems over time as recovery progresses.  Historical data is 

used in both cases, but the goal of GMOR is to increase the level of detail of the data used and 

the reported results so that individual component recovery can be tracked alongside overall 

system recovery. 

 The objective of the work presented in this chapter is to further improve the interaction of 

models developed in GMOR with other assessment tools and give users better insight into how 

systems respond to damage and recover over time.  This is accomplished by developing a 

methodology by which multiple possible levels (or types) of damage for individual components 

may be modeled.  For each damage state, a unique required repair time is specified to more 

accurately represent the loss from the type of damage sustained.  Because many tools that 

produce damage estimates (such as Hazus) indicate the probability that systems or components 

will experience any given level of failure, this methodology improves GMOR’s compatibility 

with a wide range of such tools. 

 The chapter proceeds as follows.  First, a discussion of dependencies and how they are 

developed and used in GMOR models is presented in Sections 2.2 and 2.2.1.  Next, an 

introduction to damage states and fragility curves is offered in Sections 2.2.2 and 2.2.3.  In 

section 2.3, the integration of GMOR with the multiple failure level methodology is detailed, 

including the logic and mathematical processes used in the updated models. 



6 

 

 It is important to note that much of the work presented in this chapter is theoretical, with 

example cases scattered throughout to illustrate key concepts.  Broader case studies are included 

in Chapters 3 and 4 and provide additional details and process descriptions for the use of this 

methodology in assessing the recovery of a road network in the District of North Vancouver after 

a modeled magnitude 7.3 earthquake. 

 Background 

Certain components within an infrastructure system may be damaged to varying levels.  The 

ability to properly model the damage is critical in order to provide an accurate representation of 

recovery time, especially when downstream dependencies may be affected by the failure.  

Examples of components that may be affected by this type of damage behaviour include tanks, 

pipes, and transportation systems.  The so-called mutually exclusive nature of the damage 

indicates that only one failure can occur at a time for a given component.  For example, a tank 

cannot be only slightly buckled and demolished by an explosion at the same time.  Pipes, 

roadways, and other linear infrastructure systems are often split into sections to allow for various 

levels of damage to be represented along their lengths.  These lengths are joined to one another 

and to other infrastructure systems within a model to form interconnected networks of 

dependencies.  When small sections fail, the network fails as a result of these dependencies.  

Only when each section is recovered can the full network recover as well. 

2.2.1 Dependencies 

In GMOR models, dependencies are defined within infrastructure systems.  These dependencies 

include entities that represent resources, times, and processes required for a system component to 

function effectively.  These entities may in turn depend on others within the system, leading to a 

network of connected components and processes in a model.  When a GMOR model is run, its 

dependencies are placed in a network and resources are allocated to track the recovery of a 

system when subject to a set of failures. 
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 An example of a basic entity structure with dependencies (referred to as a “dependency 

map”) is shown in Figure 2-1 alongside the symbols for the logic gates used in GMOR models.  

Dependencies are represented by directed lines – entities at the tip of the arrow are dependent on 

those at the base of the line.  Entities that are self-dependent (those with a directed line leaving 

and re-entering without passing through another entity) are required for the model to run by 

triggering an initial positive state value that other entities in turn depend on.  The self-

dependencies also establish the initial state value (by means of a stored parameter value) for 

entities whose initial states are determined probabilistically (such as failure entities discussed in 

later sections). 

 Within these models, a 1 indicates that an event has occurred or a component is 

functional, whereas a 0 indicates that an event has not occurred or a component is non-

functional.  Following the logic gates for the entity in Figure 2-1, it can be seen that when a 

failure does not occur (takes a value of 0), the entity holds a value of 1, indicating that it has not 

lost any functionality.  If a failure does occur, however, the failure takes on a value of 1 and the 

entity takes a value of 0 initially.  The resource entity must then be utilized in order to restore the 

entity to full functionality.  The resource is allocated for a certain amount of time specified in the 

repair time entity.  This repair time introduces a delay in the model such that the overall entity is 

only shown as fully functional once the specified repair time has passed.  This basic structure is 

replicated and utilized repeatedly to form increasingly complex GMOR models. 
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Figure 2-1: Example dependency map of a single entity modeled in GMOR and the functionality 

of the logic gates used in the model. 

 Note that the diagram shown in Figure 2-1 only shows the names and dependencies of 

entities within a GMOR model.  Other entity parameters such as probability of occurrence, 

geospatial location, and restoration time are included in models but not shown here. 

 The key parameter used for recovery assessment in GMOR is the repair time of each 

component or process.  In previous models built in GMOR, entities only failed in a single way.  

That is, an entity could be either functional or non-functional, with no distinction made for level 

of damage or how that might impact the entity’s required repair time. 

 As mentioned previously, Hazus does not track dependencies of individual components 

or interconnected systems.  The dependencies are essentially built in to the whole system or 

facility of interest.  For example, if a Hazus model shows that a factory takes a certain amount of 

time to recover, the lifeline systems and processes that the factory depends on are assumed to 

have been repaired within that timeframe.  No specific connection to those lifelines or processes 

is made within the model, so delays in repairs to those systems would not be represented in the 

recovery time of the factory. 
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2.2.2 Damage States 

While Hazus does not track recovery in a detailed manner, its documentation does include 

comprehensive information related to damage states resulting from natural hazards (FEMA 

2011).  Damage states are a numerical representation of the level of failure of a specific 

component.  For a liquid storage tank, for example, Damage State 1 (DS-1) represents no 

damage, states 2-4 represent varying levels of failure and some release of tank contents, and DS-

5 represents total tank collapse and complete loss of contents (American Lifelines Alliance 

2001). 

 Each of these levels of failure requires a different repair time that increases as the level of 

damage increases.  This is not only apparent intuitively, but it is also supported by studies of 

previous natural disasters, such as the Applied Technology Council’s evaluation of earthquake 

damage in California (Applied Technology Council 1985).  Further, differing failure levels may 

require different resources for recovery, such as specialized repair crews or tools, though these 

are not discussed or modeled for the purposes of this chapter. 

2.2.3 Fragility Curves 

Fragility curves are used to establish the probability of a given damage state occurring in a given 

component category based on a given type of hazard.  An example fragility curve gathered from 

the Joint Research Centre’s RAPID-N “Rapid Natech Risk Assessment Tool” is shown in Figure 

2-2.  This tool includes numerous fragility curves for a variety of industrial components and 

allows users to generate ground motion and failure data for potential earthquake scenarios 

anywhere in the world (European Commission 2019).  This fragility curve represents the effects 

of an earthquake on a liquid storage tank.  The scale on the horizontal axis represents the severity 

of the hazard – in this case, the peak ground acceleration (PGA, commonly measured in units of 

g –  acceleration due to gravity on Earth) of an earthquake at the location of the tank. 
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Figure 2-2. Fragility curve for a liquid storage tank with damage states highlighted for a peak 

ground acceleration of 1.0 g. (European Commission 2019) 

The vertical axis commonly shows either the discrete or cumulative probability of each possible 

damage state based on a specified PGA.  In this case, the discrete probability is shown.  That is, 

if the predicted PGA is 1.0g at the location of a tank of interest, the probability of the tank being 

damaged to a level of DS-1 is 11.33%, DS-2 is 31.2%, and so forth.  These values are indicated 

numerically at the top of the figure, and serve as input parameters for multiple-damage state 

models in GMOR. 

 GMOR Integration 

In the following sections, a generic entity with three possible damage states is used to illustrate 

the process of creating models in GMOR that allow for the simulation of mutually exclusive 

failure states. 
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A dependency map for the entity is shown in Figure 2-3.  For reference, logic gates and 

symbols used in Figure 2-3 are indicated on the right side of Figure 2-1 and a step-by-step 

explanation of the process of generating this dependency map is given in Appendix A.  Names of 

entities within the model are bolded throughout this section to ease their identification. 

 The full dependency map represents each of the different entities required to keep the 

example Entity operational.  As shown, Entity depends on End Repair of Entity which is in 

turn dependent on three additional entities, Indicator 1, Indicator 2, and Indicator 3.  The 

indicator entities are implemented with no functionality on their own, but serve as indicators of 

the status of failure and recovery entities. 

In the model shown in Figure 2-3, the Indicator entities and Repair time for… entities 

are initialized with a value of 0.  In addition, a failure entity with a state value of 1 indicates that 

a failure has occurred.  For example, the Indicator 1 entity depends on NOT DS-1 Failure OR 

Repair Time for DS-1.  If the state value of DS-1 Failure is 0, Indicator 1 is immediately 

functional and requires no additional repair or resources.  If, however, the state value of DS-1 

Failure is 1, the OR gate dictates that Repair Time for DS-1 must take on a value of 1 for 

Indicator 1 to function. 

In order for Repair Time for DS-1 to take on a value of 1, Workforce must be utilized 

(through Initiate Repair of Entity) and the repair time will switch from a 0 to a 1 after a given 

amount of time specified in the Repair Time for DS-1 entity.  The Initiate Repair of Entity 

and End Repair of Entity entities allow GMOR to prioritize the allocation of resources for 

multiple components within a model that share a limited resource.  This allocation can be user-

defined or randomized and is described further in Section 2.3.2. 
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Figure 2-3. Dependency map for an entity with three possible damage states.  The “Workforce” 

entity represents repair resources such as repair crews or materials.  Its specifics are detailed 

appropriately within model scenarios to match real-world resource availability and use.  

 With that logic in mind, a table with possible initial state combinations for failures and 

the selection of required repair times for these combinations is shown in Table 1.  An 

explanation of key points is offered in the following paragraphs.  Note that even though damage 

states are by definition mutually exclusive, Table 1 indicates that a number of failure entities 

may take on an initial value of 1 in a modeled scenario.  The rationale for these situations is 

described in following sections. 
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Table 1: Possible failure scenarios and repair times for the sample entity shown in Figure 2-3. 

  
Failure (initial parameter 

value in model):  

Initial value of 
indicator entities: Realized failure/ 

required repair 
time  

Scenario DS-1 DS-2 DS-3 Ind. 1 Ind. 2 Ind. 3 

1 0 0 0 1 1 1 N/A 

2 0 0 1 1 1 0 DS-3 

3 0 1 0 1 0 1 DS-2 

4 0 1 1 1 0 1 DS-2 

5 1 0 0 0 1 1 DS-1 

6 1 0 1 0 1 1 DS-1 

7 1 1 0 0 1 1 DS-1 

8 1 1 1 0 1 1 DS-1 

 

 The realized failure and required repair time indicated in the rightmost column is used by 

GMOR in processing a given scenario.  Based on the scenarios indicated in Table 1, it can be 

seen that failures are realized in ascending order.  That is, the first failure state (lowest DS 

number) that has a value of 1 is the one whose repair time is used for the recovery of Entity.  

Note in Scenarios 3 and 4, for example, that Repair Time of DS-2 is the overall repair time, 

even though in Scenario 4, both DS-2 Failure and DS-3 Failure have an initial state value of 1.  

This is confirmed by following the logic in Figure 2-3, where a value of 1 for DS-2 Failure will 

pass a value of 1 to Indicator 3.  As a result, the repair time entity associated with Indicator 3 

(Repair Time for DS-3) is not required for the recovery of Entity to occur.  This leads to the 

conclusion that in every scenario, only one indicator entity has an initialized value of 0.  The 

indicator that holds the 0 corresponds to the realized failure and its associated repair time. 
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2.3.1 Discrete and Desired Probability 

GMOR allows the likelihood of failure for a specific entity to be defined probabilistically.  This 

functionality may also be used to model various levels of failure of a single entity, such as the 

damage states described above.  However, simply using discrete probabilities for each possible 

damage state would not yield proper results.  Since each failure has a discrete probability of 

occurrence of less than one, a no-failure situation could be modeled.  DS-1 already indicates that 

no failure has occurred, so this would lead to inaccurate results.  Additionally, based on the logic 

shown in the dependency map in Figure 2-3 (where the first indicated failure dictates the 

recovery time), lower level failures would be disproportionately represented in the modeled 

scenarios. 

 To prevent this overrepresentation and develop an accurate distribution of failure 

scenarios, conditional probabilities are used.  Simply put, conditional probabilities take into 

consideration the fact that more than one condition may need to be met for a desired situation to 

occur.  For example, in the fragility curve shown in Figure 2-2, the discrete probability of DS-3 

occurring is approximately 18% at a peak ground acceleration of 1g.  Given the information in 

Table 1, however, DS-3 can only be the realized failure in the model if both DS-1 and DS-2 have 

not occurred.  Conditional probability equations offer a solution in which these additional 

constraints (DS-1 and DS-2 must not occur) are respected so that DS-3 will be the realized 

failure in 18% of all cases.  The equations used to establish these conditional probabilities are 

illustrated in the following section. 

2.3.1.1 Equations 

By the Kolmogorov definition, the conditional probability of an event A occurring given that an 

event B has occurred is given by the following equation (Kolmogorov and Bharucha-Reid 1956): 

𝑃(𝐴|𝐵) =
𝑃(𝐴 ∩ 𝐵)

𝑃(𝐵)
 (1) 

In this equation, 𝑃(𝐴 ∩ 𝐵) is the probability that both event A AND event B occur. 
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2.3.1.2 Example Case 

As an example scenario, an entity (such as a road or liquid storage tank) with three possible 

damage states is exposed to a certain natural hazard.  A fragility curve for the entity and hazard 

is consulted, and discrete probabilities are taken from the curve and recorded in Table 2.  

Because at least one of these damage states must occur in any scenario, the values of their 

probabilities sum to one. 

Table 2: Hypothetical damage state probabilities for an entity with three possible failure states 

Damage State Probability 

DS1 0.5 

DS2 0.3 

DS3 0.2 

 

 In this example, probability of occurrence for a given damage state is represented 

as 𝑃(𝑥), where 𝑥 represents the scenario of interest.  Overlined values indicate that an event has 

not occurred.  For example, 𝑃(𝐷𝑆1)̅̅ ̅̅ ̅̅ ̅ is the probability that DS1 has not occurred and is equal to 

1 − 𝑃(𝐷𝑆1).  In many of the following equations, the probability of multiple damage states not 

occurring is considered and is shown, for example, as 𝑃(𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ).  This is the probability 

that neither DS1 nor DS2 has occurred and is calculated as: 

𝑃(𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ) = 1 − (𝑃(𝐷𝑆1) + 𝑃(𝐷𝑆2)) = 1 − 𝑃(𝐷𝑆1) − 𝑃(𝐷𝑆2) (2) 

 Hyphens that are normally shown in damage state numbers are eliminated here (𝐷𝑆-1 

becomes 𝐷𝑆1 for example) to provide clarity and prevent confusion between these hyphens and 

those used for subtraction.  Asterisks (*) indicate a calculated conditional probability that is 

subsequently used in a GMOR model.  For example, the probability of occurrence for 𝐷𝑆2 as 

indicated in a fragility curve is represented as 𝑃(𝐷𝑆2), whereas the probability used in the model 

is shown as  𝑃(𝐷𝑆2∗). 
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 A visual representation of the values included in Table 2 is shown in a tree diagram in 

Figure 2-4.  Again, overlined numbers indicate that the damage state represented by that number 

has not occurred.  Only three positive values (indicating the probability of occurrence) are shown 

on the right side of the diagram, indicating that each damage state can occur if and only if the 

other two do not occur. 

 

Figure 2-4: Tree diagram for example scenario 

2.3.1.2.1 Damage State 1 

The discrete probability of occurrence of damage state 1 (𝐷𝑆1) is given as 0.5 in Table 2.  By the 

logic shown in Figure 2-3 and Figure 2-4, this probability is completely independent of the 

probability of occurrence of the other two damage states.  That is, if 𝐷𝑆1 shows a state value of 

1, it will occur with no dependence on the states of the other two failure entities are.  Therefore: 

𝑃(𝐷𝑆1∗) = 𝑃(𝐷𝑆1) = 0.5 (3) 
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2.3.1.2.2 Damage State 2 

The discrete probability of occurrence of damage state 2 (𝐷𝑆2) is given as 0.3 and is dependent 

on 𝐷𝑆1 not occurring.  The conditional probability equation is set up as follows: 

𝑃(𝐷𝑆2∗) = 𝑃(𝐷𝑆2|𝐷𝑆1̅̅ ̅̅ ̅̅ ) (4) 

Where, from Equation 1: 

𝑃(𝐷𝑆2∗) = 𝑃(𝐷𝑆2|𝐷𝑆1̅̅ ̅̅ ̅̅ ) =
𝑃(𝐷𝑆2 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ )

𝑃(𝐷𝑆1̅̅ ̅̅ ̅̅ )
 (5) 

On the left side of Equation 5 is the conditional probability value that will be calculated and used 

in GMOR.  On the far right are known values used to make that calculation. 𝑃(𝐷𝑆2 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ ) can 

be read as the probability of 𝐷𝑆2 occurring when 𝐷𝑆1 has not occurred.  This value is given in 

Table 2 as a probability of 0.3.  Again, the occurrence of the higher-level failure (𝐷𝑆3) has no 

bearing on the occurrence of 𝐷𝑆2 because: 

𝑃(𝐷𝑆2 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ ) = 𝑃(𝐷𝑆2 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆3) + 𝑃(𝐷𝑆2 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆3̅̅ ̅̅ ̅̅ ) = 0 + 0.3 (6) 

The values in Equation 6 can be confirmed by following the branches of the tree diagram in 

Figure 2-4.  Equation 5 then becomes: 

𝑃(𝐷𝑆2∗) =
0.3

1 − 𝑃(𝐷𝑆1)
=

0.3

0.5
= 0.6 (7) 

2.3.1.2.3 Damage State 3 

The discrete probability of occurrence of damage state 3 (𝐷𝑆3) is given as 0.2 and is dependent 

on both 𝐷𝑆1 and 𝐷𝑆2 not occurring.  The conditional probability equation is developed as 

shown: 

𝑃(𝐷𝑆3∗) = 𝑃(𝐷𝑆3|𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ) (8) 

where 
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𝑃(𝐷𝑆3|𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ) =
𝑃(𝐷𝑆3 ∩ 𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ )

𝑃(𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ )
 (9) 

Again, the numerator of the right side of Equation 9 is equal to the given probability of 0.2.  The 

denominator is read as the probability of both 𝐷𝑆1 and 𝐷𝑆2 not occurring.  From Equation 2, 

this gives: 

𝑃(𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ) = 1 − 𝑃(𝐷𝑆1) − 𝑃(𝐷𝑆2) (10) 

1 − 𝑃(𝐷𝑆1) − 𝑃(𝐷𝑆2) = 1 − 0.5 − 0.3 = 0.2 (11) 

which then gives 

𝑃(𝐷𝑆3∗) = 𝑃(𝐷𝑆3|𝐷𝑆1̅̅ ̅̅ ̅̅ ∩ 𝐷𝑆2̅̅ ̅̅ ̅̅ ) =
0.2

0.2
= 1 (12) 

 It may seem odd at first that the conditional probability of occurrence for 𝐷𝑆3 is 

calculated as 1, but given a situation in which both 𝐷𝑆1 and 𝐷𝑆2 do not occur, 𝐷𝑆3 must occur.  

If it did not, the failures may all have a state value of 0, which, as indicated in Section 2.3.1 is 

not possible. 

 Given this information, it can now be shown that Scenarios 1, 3, 5, and 7 in Table 1 can 

never occur in a model using this probability formulation.  In each of these scenarios, Failure of 

Entity DS-3 is assigned a value of 0, which is impossible because its probability of occurrence in 

the model will always be indicated as 1. 

2.3.1.3 Simplification for general case 

The results from the exercise above can be expanded for a four-failure state entity and 

summarized as follows: 

𝑃(𝐷𝑆1∗) = 𝑃(𝐷𝑆1) (13) 

𝑃(𝐷𝑆2∗) =
𝑃(𝐷𝑆2)

1 − 𝑃(𝐷𝑆1)
 

(14) 

𝑃(𝐷𝑆3∗) =
𝑃(𝐷𝑆3)

1 − 𝑃(𝐷𝑆1) − 𝑃(𝐷𝑆2)
 (15) 
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𝑃(𝐷𝑆4∗) =
𝑃(𝐷𝑆4)

1 − 𝑃(𝐷𝑆1) − 𝑃(𝐷𝑆2) − 𝑃(𝐷𝑆1)
 (16) 

For a general case with N possible damage states, the first damage state is given as: 

𝑃(𝐷𝑆1∗) = 𝑃(𝐷𝑆1) (17) 

And for the ith failure state: 

𝑃(𝑁𝑖
∗) =

𝑃(𝑁𝑖)

1 − 𝑃(𝑁𝑖−1) − 𝑃(𝑁𝑖−2) − … − 𝑃(𝑁1)
, 𝑖 > 1 (18) 

The results of this calculation are used to define the probability of occurrence for mutually 

exclusive damage states in GMOR models that follow the structure shown in Figure 2-3. 

2.3.2 Resource Prioritization 

Within the GMOR framework, functional entities (such as tanks or pipelines) are ultimately 

dependent on resources.  For the entity shown in Figure 2-3, for example, each indicator has a 

unique repair time associated with it.  Each of the repair time entities, however, is connected to 

the same resource via the “Initiate Repair of Entity” entity.  The resource listed in this example is 

labeled simply as “Resource”, and only the single overall component (“Entity”) is dependent on 

it.  In a larger system, however, multiple components may depend on the same resource.  

Resources in GMOR can be representative of specialized repair crews, specific tools, or general 

labour requirements. 

 In practice, resources are limited in their supply and must be distributed to areas where 

they are needed.  Ideally, this distribution would occur in an order that most effectively reduces 

recovery times for critical components.  However, that order is not likely known, especially in 

the critical hours that immediately follow a natural disaster (Lubashevskiy, Kanno, and Furuta 

2013). 

 GMOR allows for the order of recovery resource allocation for entities to be specifically 

defined in models to assess how the order of resource distribution affects recovery time.  If no 

order is specified, GMOR will assign values randomly.  Section 4.5 offers an example of the 

improvement that can be seen by prioritizing resources for recovery. 
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 Recovery time is not the only important factor to consider when establishing resource 

prioritization, however.  Users may be more concerned about the recovery of a specific entity 

than about how long it takes for a whole system to recover.  For example, a wastewater treatment 

plant may want to prioritize repairing leaks in chemical storage tanks before fixing a collapsed 

water tank. 

2.3.2.1 GMOR Conventions 

Resource prioritization in GMOR is done by assigning numerical value to an Initiate Repair 

entity associated with a given resource in a model.  The lower the assigned number, the higher 

the priority.  If the values for two or more entities are equal, GMOR will randomly assign an 

order for prioritization.  The values are stored in a database that is read by GMOR while a model 

is being compiled and run. 

2.3.3 Workflow 

Working with GMOR involves the creation of entities that represent physical objects, systems, or 

organizational structures in a model, then generating dependencies (indicator, repair time, 

resource, and failure entities, for example) for each of those entities.  Parameter values such as 

repair time and probability of failure are then added to their respective parts of the model and an 

order is specified (or left to GMOR to determine randomly) for resource allocation. 

2.3.4 External Dependencies 

As mentioned in Section 2.3, the indicator entities shown in Figure 2-3 serve no direct purpose 

for providing functionality to any other entity.  They do, however, quickly indicate the level of 

failure that an entity has experienced.  This indication can be useful for external services that 

may be dependent on an entity for a certain level of functionality.  For example, a facility may 

require an incoming pipe to provide fuel for its operations.  The facility would still function if the 

pipe is undamaged (DS-1) or only slightly damaged (DS-2), but could not continue its operations 

if the pipe is completely collapsed (DS-5).  An example is included below to illustrate this 

process and could be extended to multiple functions reliant on the same component.   
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2.3.4.1 Example 

A pipe (Pipe-1) with four possible damage states feeds into a facility – in this case, DS-4 

represents total failure, while DS-1 represents no damage, DS-2 represents slight damage, and 

DS-3 represents moderate damage.  Within this facility are two functions (Operation-1 and 

Operation-2) that require the pipe for them to function properly.  Operation-1 can run on a 

limited supply from the pipe, so it is only incapacitated if the pipe is moderately or completely 

damaged (DS-3 or DS-4).  Operation-2, however, requires a higher supply from the pipe, so it 

can only function if the pipe is undamaged (DS-1).  

 

Figure 2-5: Operations in a facility dependent on varying levels of functionality of an incoming 

feeder pipe.  The “I-…” entities shown here correspond to intermediary entities, such as those 

found in Figure 2-3, and all other dependencies are eliminated here for clarity. 

 A dependency map for the pipe and operations is shown in Figure 2-5 to illustrate the 

situation described above.  Note that this figure only includes the intermediary entities for the 

pipe and names of the operations.  Failure, repair time, and resource entities for both operations 

and the pipe are not shown here for simplicity. 
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 One important caveat to note in this methodology is the assumption that there are no 

interruptions in service for the affected entity.  In the above example, for instance, even though 

DS-1 indicates a lack of failure, a facility operator would likely not know that the pipe is 

undamaged immediately after a disaster.  They may choose to suspend processes to perform 

equipment inspections, in which case the pipe could be shut off even though it has not 

experienced a failure.  This would result in the physical operation not being accurately 

represented in the modeled operation.  Other cases, such as those representing road damage, may 

be better suited for implementing this functionality and are discussed in Section 4.6. 

 Conclusions 

The multiple-damage state methodology provides new capabilities for modeling complex 

systems in GMOR.  These capabilities can be used in computational models to more accurately 

represent critical components, the ways in which they fail, and the resources that they need to 

recover.  In addition, this methodology provides more opportunities for GMOR inputs to 

integrate with outputs from other damage estimation tools.  Producing more accurate models can 

help better inform decision makers and planners when it comes to implementing systems to 

prepare for disaster and subsequent recovery to improve outcomes for businesses, citizens, and 

communities. 
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3 City-wide disaster recovery modeling of 

earthquake in the District of North Vancouver 

 Introduction 

Critical infrastructure lifelines, such as electrical power, water and wastewater systems, and road 

networks, are essential for supporting the continued functioning of communities, and are closely 

linked to the stability of urban populations (Ouyang 2014; Bristow 2019).  As such, damage to 

these lifelines due to a disaster or malicious attack can have a profound impact on the wellbeing 

and livelihood of residents in urban areas.  Increasingly complex infrastructure networks lead to 

interdependencies between systems that are challenging to assess (Loggins and Wallace 2015). 

To prevent the propagation of failures within and between systems in a disaster setting, these 

interdependencies must be identified and protected. 

The stages of disaster risk management can be generally grouped into four phases, 

including mitigation, preparedness, response, and recovery (Berke, Kartez, and Wenger 1993; 

Rubin, Saperstein, and Barbee 1985).  Of these four, recovery is often regarded as the most 

poorly understood and researched (Rodríguez, Donner, and Trainor 2018).  Given that a key 

component of resilience is a timely return to pre-disaster (Haimes 2009), or even superior 

conditions, recovery and resilience are closely linked concepts and should be considered 

concurrently in developing urban infrastructure protection processes. 

Many nations develop plans that identify, classify, and establish strategies for the 

protection and continued operation of their infrastructure systems.  These plans, while necessary 

for promoting unified goals, standards, and requirements at a national scale, do not address 

specific issues that are experienced within individual communities.  As such, they should 

encourage plans for protection that are made at regional and local scales (Rodríguez, Donner, 

and Trainor 2018).  The variation in population, needs, and concerns of dissimilar urban areas 

require individual infrastructure protection assessment to provide value within the local context 

(Bristow 2019).  Individuals can play a role in protecting their own homes and livelihoods, but 
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must also trust that broader infrastructure systems will be in place within a reasonable amount of 

time to continue to support their recovery in the aftermath of a disaster (Onuma, Joo, and Managi 

2017). 

 The objective of this paper is to demonstrate data-driven modeled estimates of multi-

infrastructure restoration at the city-wide scale.  Features from existing resilience and recovery 

tools are used to provide a novel assessment methodology that integrates probable damage, 

restoration priority, and dependencies within systems to illustrate the dynamics of urban 

recovery.  In the sections that follow, hazard assessment tools are introduced, a study area, 

infrastructure systems, and hypothetical hazard are defined, and trial results are presented with 

key findings and suggestions for future research highlighted. 

 Background 

Various data-driven methodologies exist for the purposes of hazard assessment and recovery 

modeling that serve a wide variety of needs.  Researchers such as Miles (2018) model the 

progress of long-term recovery for individuals after a disaster.  Others focus on the optimization 

of resource allocation to best serve the post-disaster needs of broader populations (Hu et al. 

2016; Lubashevskiy, Kanno, and Furuta 2013).  Foundational to both of these areas of inquiry is 

the study of recovery for individual infrastructure systems, such as power (Duffey 2019), 

transportation (Ganin et al. 2017), and gas pipelines (He and Nwafor 2017), as well as broader 

multi-infrastructure assessment (Bristow 2019; Zhao, Li, and Fang 2018). 

 One tool commonly used in North America for natural hazard analysis is Hazus, a 

software developed by the United States Federal Emergency Management Agency (FEMA).  

Hazus inputs include hazard categorization, geographic information, and infrastructure system 

data for a location of interest.  This information is processed in Hazus and results are produced 

by applying data from empirical studies of previous hazards to the input information.  Results 

include the probability of damage to different infrastructure components, as well as the 

likelihood of recovery for various systems after a specified amount of time (FEMA 2011).  

Dependencies within and between infrastructure systems are not explicitly modeled, so outputs 

are based on prior recovery trends from similar systems and expert judgement. 
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 To address the recovery dynamics of multi-infrastructure systems by incorporating the 

interdependencies that connect them, Bristow and Hay present the Graph Model for Operational 

Resilience (GMOR) (Bristow and Hay 2017; Bristow 2019).  GMOR models the components of 

infrastructure systems and the dependencies between them along with failure, repair time, and 

required repair resource information to track the recovery of systems over time.  

 Materials and Method 

For the study presented here, physical entities for water, wastewater, electrical power, road 

networks are represented within a GMOR model by unique identifying parameters.  Beyond 

these systems, others such as buildings, maintenance facilities, and supply networks may be 

added to the model in the future.  The GMOR parameters include details like the type of entity 

(function, resource, event, or system), spatial information (if present), and any other entities 

within the model that a given component is dependent on (Bristow and Hay 2017).  The 

parameters are combined into a city-scale model and used to generate five hundred randomized 

trials in a Monte Carlo fashion that allows estimates of the recovery timeline of the infrastructure 

to be produced. 

Many of the parameters used in the GMOR model for this study are derived from Hazus 

information produced in a previous study on the vulnerability of infrastructure systems 

conducted by the federal government in the selected case study area.  Inputs to Hazus for the 

previous study include geographical information about the District, as well as parameters for a 

magnitude 7.3 earthquake centred in the Strait of Georgia.  Outputs from Hazus utilized for the 

study presented here include the probability of occurrence for varying levels of damage as well 

as repair and recovery parameters for the different infrastructure systems.  Further details of this 

integration are included in the following sections. 

The incorporation of dependencies is a key feature of GMOR that offers an improvement 

over modeling approaches that use individualized repair times for components without 

representing their reliance on other necessary systems and processes.  GMOR only shows that an 

entity is functional once its upstream dependencies are functional as well. 
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 Functionality of all systems in a given neighbourhood is represented by a single entity 

within the model that indicates that water, wastewater, power, and road networks within that 

neighbourhood have all been restored, and that the required dependencies for distribution and 

collection systems (see Section 3.3.2) are intact.  The recovery time shown for this entity is 

simply equal to the highest calculated time for any one of the included systems and allows for 

quick evaluation of neighbourhood recovery as a whole, while also offering a view of the 

recovery times of individual systems. 

 For prioritizing the repairs done to the various infrastructure systems within the District, a 

random order is applied in the model.  That is, there is no one neighbourhood that is consistently 

prioritized for repairs before the others in the model.  Random ordering reflects the uncertainty 

involved in the location of damages that occur within a system and the possible location of repair 

resources at the time of a disaster.  In addition, it provides insight beyond stakeholder 

assumptions into which ordering might produce the best results. 

3.3.1 Study Area 

The case study involves the District of North Vancouver (DNV), a municipality located in the 

southwest portion of British Columbia, Canada, across a marine inlet from the City of 

Vancouver.  This largely suburban municipality is home to approximately 86,000 residents 

(Statistics Canada 2017), most of whom live in the southern portion bordering the City of North 

Vancouver.  As seen in Figure 1, the northern part of the district primarily consists of sparsely 

populated, forested terrain. 

The District is situated in an area that is subject to seismic hazard and is at risk of a large 

earthquake in the future.  An earlier study conducted by the District in partnership with Natural 

Resources Canada (NRCan) and a number of other research partners examined the effects of an 

earthquake on local infrastructure systems.  This study evaluated the likelihood and effects of 

known hazards in the region before completing a comprehensive assessment of a reference-case 

magnitude 7.3 shallow earthquake centred in the nearby Strait of Georgia.  Hazard information 

for this earthquake was then processed with Hazus to determine the direct effects and 
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probabilities of failure of the various infrastructure systems of interest (DNV 2015; Journeay et 

al. 2015). 

 

 

Figure 3-1: Map of Study Area and surrounding landmarks. Background map Stamen Design, 

under CC BY 3.0. 

Hazus outputs include the estimated level of damage to various infrastructure 

components, and for some infrastructure systems, the probability of system recovery after a 

certain number of days.  Instead of using this data directly, however, the goal of this study is to 

offer an estimate of recovery time for each component in the study area.  To achieve this, the 

damage state reported by Hazus is coupled with repair times for the various systems.  These 

repair times are gathered from federal partners involved in the earlier study as well as Hazus 

documentation (FEMA 2011), which is derived in part from a study of earthquake damage data 

developed by the Applied Technology Council (Applied Technology Council 1985), as well as 

expert judgement. 

Separating damages and repair times provides flexibility to the process of modeling in 

GMOR.  If improvements are made to recovery time estimates or local availability of resources, 
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these can be quickly incorporated into an updated GMOR model.  In addition, this separation 

allows dependencies to be added to the GMOR model that are not represented within Hazus. 

3.3.2 Included Infrastructure Systems 

Infrastructure sectors included in this study are potable water distribution, wastewater collection, 

power distribution, and road and highway networks.  Each of these systems is separated into 

zones based on neighbourhood boundaries within the District shown in Figure 3-1. 

 Water distribution and wastewater collection networks are connected by neighbourhood 

paths to central water supply and wastewater treatment facilities by a process shown in Figure 

3-2. In this illustration, zone 14 contains the source or termination of an infrastructure system, 

such as a water distribution or wastewater treatment plant. 

 

Figure 3-2: Path joins require a functional set of intermediate neighbourhoods to indicate 

recovery. 
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 Power distribution and road systems are represented as isolated entities within 

neighbourhoods, with no reliance on systems in bordering neighbourhoods.  Since power 

generation is largely located far outside the District, it is assumed that local network failures are 

the most significant cause of disruption at a neighbourhood scale and that lines entering the 

District remain in tact. 

In the same way, damage to local roadways is assumed to present the most immediate 

disruption for residents.  Redundancy in road systems and the capacity of repair crews to pass 

minor obstacles likely result in negligible delays to access repairs compared to the duration of 

the repairs themselves.  In addition, modeling each individual road segment and its connection to 

other roads is computationally complex (though it is undertaken for a small part of the road 

network in Chapter 4), and the unknown location of repair crews relative to damaged 

components at the time of a disaster restricts modeling to a neighbourhood scale. 

 In this model, failures in the water distribution and wastewater collection networks are 

correlated to those established by the previous District study mentioned in Section 3.3.  Power 

and road network failures are probabilistically determined based on federal partner data and 

Hazus outputs from the previous study as well. 

3.3.3 System Failures and Recovery Time Parameters 

Recovery time parameters and failure data for infrastructure systems are sourced from Hazus 

documentation and federal partner data and estimates.  The application of this data to the current 

study is described below and further discussed in Appendix B. 

3.3.3.1 Water Distribution and Wastewater Collection 

For water distribution and wastewater collection systems, the times assumed for pipe repairs are 

shown in Table 3.  These repair times are scaled by the number of breaks and leaks within a 

neighbourhood.  The levels of damage and availability of repair crews are held constant, but 

recovery time varies based on the distribution indicated in the table. 
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 There is a single water distribution facility in the district.  In order for water distribution 

systems in other neighbourhoods to be functional, this facility must first be repaired.  The system 

is largely gravity-fed but is supported by a transmission pumping system.  Repair time for the 

pumping system is derived by correlating Hazus information with probabilities of damage and is 

calculated as a distribution with a mean of 2.83 days and a standard deviation of 1.34 days. 

 The district has one wastewater treatment facility located near the southern border of the 

District.  In the same way that the water distribution system in each neighbourhood is joined to 

this facility by adjacent neighbourhoods, the wastewater collection network is connected in the 

same way.  Each individual neighbourhood must be able to reach the facility by means of 

functioning neighbourhood wastewater treatment network entities in order to be restored to full 

function itself.  Future studies may explicitly model individual pipe segments, redundancy 

provided by parallel systems, or critical sewer lines, but that complexity was not included here 

for the sake of computational efficiency and lack of data available. 

3.3.3.2 Power Distribution 

For the electrical power distribution system, the paths of power lines and locations of other key 

parts of the system are not available.  Instead, damage and repair time is weighted by population 

at a neighbourhood level as described in Appendix B.  Because path connections between 

neighbourhoods are unknown, the power distribution system in each neighbourhood is treated as 

independent for the purpose of repairs.  As mentioned previously, it is assumed that power lines 

feeding into the district are functional, so the recovery modeled is for lines completely within the 

boundaries of the district.  Low resolution provincial data indicates that multiple feeder lines 

enter the district, so the power system in the area already has redundant capacity.  In addition, the 

power transmission and distribution system is established and maintained by a provincial 

organization.  As a result, the district does not have much of an influence in making decisions 

about which lines are repaired first, and the model presented here only considers an approximate 

overall recovery timeline. 

As indicated in Section 3.3.2, the power distribution network was not set to fail in all 

neighbourhoods in every trial.  This is different than the water distribution and wastewater 
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collection systems, which are both set to fail in every neighbourhood in every trial.  Instead, the 

probability of failure and recovery time for the power system in each neighbourhood is 

determined using federal partner data scaled by neighbourhood population.  These probabilities 

range from a minimum of less than one percent to a maximum of one hundred percent, indicating 

that certain neighbourhoods do fail in each trial.  Average repair time in individual 

neighbourhoods ranges from less than one day to almost 450 days.  Due to a lack of available 

data, the standard deviation for each of these averages was fifty percent of the mean as follows 

for similar parameters in Hazus documentation. 

Table 3: Summary of repair time parameters by repair task 

Repair Task Mean (Days) Standard Deviation (Days) 

Leak 0.313 0.156 

Break 0.625 0.313 

Water Distribution Facility 2.83 1.34 

Power Distribution Estimates from federal partner 

 No damage 0 0 

Roads 

(per km) 

Slight damage 0.9 0.05 

Moderate damage 2.2 1.8 

 Extensive/complete damage 21 16 

3.3.3.3 Road Networks 

For road networks, Hazus repair times are given by the time required to repair a one-kilometre 

segment of road based on the level of damage they experience (Applied Technology Council 

1985; FEMA 2011).  These so-called “damage states” are grouped into four categories – no 

damage, slight damage, moderate damage, and extensive/complete damage. 

 The probability of occurrence of each damage state for road segments was produced in 

the previous District study.  These probabilities are correlated with Hazus repair times and 
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weighted by the length of roadway to provide an overall probability for each damage state at a 

neighbourhood scale.  The individual repair time parameters are included in Table 3 and further 

discussed in Appendix B.  As indicated in Appendix B, the methodology used to establish failure 

probabilities and repair time parameters can result in extreme outliers in reported repair times.  

These outliers are further discussed in Section 3.4. 

 Road networks in this study are not joined by a path to a central hub or network, though 

Chapter 4 presents this capability for paths that connect pairs of origin and destination points.  

Instead, the road networks presented here utilize the damage state methodology discussed in 

detail in Chapter 2.  This method offers flexibility for defining recovery parameters based on 

organizational data and integrates well with other damage estimation tools such as Hazus. 

3.3.3.4 Sample GMOR Files 

A sample of the files in the format that GMOR models use is given in Appendix C.  These files 

show the format used to represent the varying types of infrastructure systems modeled in this 

study, including the structure of path dependencies for water and wastewater shown in Figure 

3-2, isolated systems like the power network discussed in Section 3.3.3.2, and the multiple 

damage state methodology for road networks mentioned in Section 3.3.3.3. 

3.3.4 Interdependent Systems and Restoration Resources 

Dependencies between systems are limited in this study due to their functional separation within 

the District.  The exception to this is water distribution and wastewater treatment facilities, which 

depend on electrical power within their respective neighbourhoods.  This dependency is 

discussed further in Sections 3.4.1 and 3.4.2.  In addition, it is understood that road access is 

generally required to perform repairs on many systems.  As mentioned in Section 3.3.2, however, 

the time required to access damaged components is likely less of a concern than the damage of 

the components themselves. 

 Information from the district and federal partners indicate that repair crews are 

specialized in the work that they perform, so cross-sector restoration resource sharing is unlikely.  

In different municipalities or studies with different levels of resolution, there may be conflicts in 
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restoration timing due to resource sharing across sectors such as equipment or labour that would 

need to be included in the model. 

 Results and Discussion 

Results are presented here for the different infrastructure systems explored in the case study. 

Separating the results into the varying domains of interest gives insight into which systems might 

be the most exposed in an earthquake and may benefit from additional preparation and 

protection.  The initial failures for the different sectors of interest are shown in Figure 3-3. 

 

Figure 3-3: Failure characterization by neighbourhood for (a) Water distribution; (b) 

Wastewater collection; (c) Electrical power distribution; and (d) Road and highway networks. 

Water and wastewater are categorized by number of breaks per neighbourhood, while power 

and road networks are categorized by total number of failures indicated out of 500 trials. 
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3.4.1 Water Distribution 

The variation in the recovery times of water distribution is shown in Figure 3-4. The percentage 

on the vertical axis the figure indicates the number of neighbourhoods (out of 49) that are 

recovered at the time indicated on the horizontal axis.  The "Average" line plots the average time 

taken (in all trials) for one neighbourhood to recover, then two neighbourhoods, and so on, 

regardless of the location or population of the neighbourhood.  The mean repair time for the 

neighbourhood across all trials is 54.8 days with a standard deviation of 14.5 days.  As shown in 

Figure 3-4, the shortest repair time observed for repair of all neighbourhoods in the District is 

56.8 days (best case), while the longest repair time is 87.9 days (worst case). 

Central to the variation in recovery time of neighbourhoods is the path dependencies 

mentioned in Section 3.3.2 and their interaction with the ordering of repair of the 

neighbourhoods. This effect is illustrated in Figure 3-4, where large jumps in the number of 

recovered neighbourhoods in the best and worst case demonstrate that the repair of certain 

neighbourhoods leads to the recovery of many others that are dependent on it.  This is especially 

apparent in the worst trial scenario, where over two months pass before a single neighbourhood 

is recovered. Identifying which neighbourhoods were recovered at the time of one of these jumps 

lends insight into the neighbourhoods that may be bottlenecks for recovery and should be 

prioritized to expedite overall recovery.  Correlating these neighbourhoods with their populations 

could provide further understanding of the effects of prioritizing low-population, highly 

connected neighbourhoods over those that have high populations but are located far from the 

distribution source. 

 Note that Figure 3-4 shows recovery only for the pipelines within the water distribution 

system and does not include the dependence of some neighbourhoods on electrical power 

distribution.  This decision was made to better show trends of recovery in the District and 

eliminate extreme outliers from the data set.  Further, it is assumed that emergency provisions 

(such as backup power) can be made for water systems to supply neighbourhoods as necessary.  

Widespread power recovery may take longer, but functionality for critical systems like water 

distribution are likely to be restored sooner. 
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Figure 3-4: Best, average, and worst-case scenario recovery times for the water distribution 

system in the District.  Note that best and worst correspond to fastest and slowest overall 

recovery of all neighbourhoods. 

3.4.2 Wastewater Collection 

The average repair time of the wastewater collection network for any given neighbourhood in 

any trial is 42.8 days, with a standard deviation of 25.3 days.  For the whole district, the average 

recovery time for the wastewater collection network is 87.2 days (Figure 3-5), with a standard 

deviation of 5.4 days.  The lower variability in overall recovery time illustrates the effect that 

ordering and path dependencies have on neighbourhood recovery.  While individual 

neighbourhood recovery times can vary drastically due to the order in which they are addressed, 

the overall recovery time remains relatively more consistent as repairs in well-connected 

neighbourhoods trigger recovery for many dependent neighbourhoods at once. 

 The maximum recovery time calculated is 103 days, and the minimum is 72 days.  The 

variability in the wastewater collection network is smaller to that of the water distribution 
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system, indicating lower individual variability in recovery times at a neighbourhood level.  This 

is confirmed by the source data, where the average deviation in wastewater collection network 

recovery time is lower than the deviation in the water distribution network. 

 

Figure 3-5: Best, average, and worst-case scenario recovery times for the wastewater collection 

network in the District.  Note that best and worst correspond to fastest and slowest overall 

recovery of all neighbourhoods. 

 As is the case for the water distribution system, there is a dependence on power for the 

wastewater collection network in one of the District’s neighbourhood.  This dependency was 

assumed negligible for the purposes of these results for the reason indicated in Section 3.4.1 (i.e., 

the expected use of backup power). 

3.4.3 Electric Power Distribution 

Average recovery time of the electric power distribution system for any neighbourhood in a trial 

was found to be just over 61 days with a standard deviation of over 123 days.  Note that these 

values include trials and scenarios in which the power network did not fail.  As such, many of the 
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values considered in the average and standard deviation calculations are zero, which skews the 

results.  If these scenarios are ignored, average recovery time jumps to almost 158 days with a 

standard deviation of 155 days.  This large increase in required repair time indicates that the 

electric power distribution system is very sensitive to disruption in that failures have a substantial 

impact on the resources and time required to return the system to an operational state. 

 

Figure 3-6: Best, average, and worst-case scenario recovery times for the electric power 

distribution network in the District. Note the logarithmic scale on the horizontal axis and that 

best and worst correspond to fastest and slowest overall recovery of all neighbourhoods.  As 

such, even though the worst-case scenario progresses more quickly than average for most of the 

District’s recovery, delays in later neighbourhood recovery significantly increase the overall 

recovery time. 

 The greatest number of neighbourhood failures experienced in a single trial is 26, and the 

least is twelve.  That is, out of the 49 neighbourhoods in the District, at least 12 and at most 26 

are predicted to fail in any trial.  While it may be useful to see how many neighbourhoods fail in 

each trial to observe areas that are particularly vulnerable, the number of failures is not an 
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accurate indicator of recovery time in the District given the variability in individual 

neighbourhood recovery time. 

 The overall average recovery time for the District for the power system is just over 531 

days, with a minimum of 245 days, a maximum of 1,013 days, and a standard deviation of 140 

days, as shown in Figure 3-6.  There is a high degree of variability in the repair time of the power 

network, largely because it is tied to the population in each neighbourhood.  While population 

serves as a valuable proxy for the scale of many infrastructure systems, incorporating the actual 

layout of the power system would increase the accuracy of future models. 

3.4.4 Road Networks 

As mentioned in Section 3.3.3.3 and Appendix B, the methodology used to establish road failure 

probabilities can lead to extreme outliers in the dataset.  A histogram of repair times for the 

whole road network in the District including these outliers is shown in Figure 3-7.  The mean 

repair time for this data set is 451 days, with a standard deviation of 519 days.  This includes 

eight scenarios in which no failures were indicated, so the minimum repair time for the road 

network in the District is zero days, while the maximum is almost 4,700 days. 

 As indicated in Figure 3-7, repair values are largely concentrated in the lower end of the 

range shown.  The outliers are left in this data set because it is important to recognize the effect 

that a catastrophic disaster could have on the District.  Planning activities, however, should 

largely focus on the more realistic scenarios represented by the centre of the box plot shown in 

Figure 3-10. 

 Figure 3-8 shows the road network recovery over time in the District.  Note the 

logarithmic scale on the horizontal axis and the large discrepancy in average versus worst-case 

scenario recovery.  Shortest recovery time is not shown in Figure 3-8 due to the number of trials 

which indicated a repair time of zero days. 
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3.4.5 Overall Recovery 

Note that the fastest overall District recovery time for the scenarios tested is longer than any of 

the fastest recovery times for individual systems.  This is the result of the low likelihood of an 

ideal recovery scenario for one sector occurring in the same trial as the best-case scenario for all 

systems.  However, combining ordering and resource parameters from the best-case scenarios for 

all trials can help inform decision-making that leads to improved repair time for the whole 

District. 

 

Figure 3-7: Distribution of road network repair times for 500 trial scenarios. 
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Figure 3-8: Average and worst-case scenario recovery time for neighbourhood road networks in 

the District. Note the logarithmic scale on the horizontal axis.  As is also seen in Figure 3-6, the 

worst-case scenario for road network recovery starts off much faster than average, but 

significant delays near the end of the restoration period lead to a much longer overall repair 

time than average. 

 Overall recovery in the district averages 702 days, with a standard deviation of 404 days.  

The shortest recovery time indicated is 252 days, while the largest is 4,685 days.  In general, the 

repair time of either the road network or power distribution network governs the recovery in the 

District as a whole. 

 Note that the scale of the horizontal axis of Figure 3-9 is logarithmic, indicating 

substantial horizontal jumps that are representative of large individual repair times for specific 

entities.  In general, these jumps are the result of a combination of a rarely experienced high 

damage state and a repair time in the top range of a normal distribution.  These extreme scenarios 

should certainly be considered in planning for disasters, but are by no means representative of 

the level of damage and repair times that would likely be experienced in the District.   
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Figure 3-9: Overall recovery time of all systems within the District. Note the logarithmic scale 

on the horizontal axis, and the categorization of best and worst repair times based on the fastest 

and slowest repair times indicated, respectively. 

The central portions of the box plots shown in Figure 3-10 represent a more realistic view of the 

repair times that planners, emergency service personnel, and residents should prepare for 

following a disaster.  The “End Users” plot represents the overall recovery time for the 

neighbourhoods within the district. 

3.4.6 Discussion of Results 

These results can offer insights to emergency management organizations and planners by 

estimating the duration of emergency or supplementary services needed after a disaster.  By 

providing results at a neighbourhood level, infrastructure managers can prioritize which areas 

will need the most attention for repairs and arrange for adequate resources in those locations.  

Residents can also be informed within their neighbourhoods about how they can best prepare 

themselves for a disaster, especially by understanding which lifelines might be most at risk in 

their area and how they can function if those lifelines are out of service. 
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Figure 3-10: Box plots for (a) all studied infrastructure sectors in the district; and (b) water and 

wastewater systems. Note the different scales on the vertical axis of (a) and (b). The bottom and 

top tails of the plot represent the lowest and highest quartiles of data, respectively, while the box 

represents the second and third quartiles with the median indicated. 

 Associating these results with economic data can also help quantify losses in the District 

in the aftermath of a disaster.  If managers and planners have a better understanding of how a 

disaster will impact their systems and residents, they may be driven to invest in disaster risk 

reduction strategies, which will improve outcomes for the district as a whole. 
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 Conclusion 

This study presents a city-scale data-driven model of multi-infrastructure recovery in a suburban 

municipality.  Key findings indicate that repair times for electrical power and road networks are 

highly variable and influential in the overall recovery of neighbourhoods within the District.  

Other infrastructure systems are individually variable in their repair times, but do not affect 

overall recovery to the same extent that power and road networks do.  Water and wastewater 

systems are expected to recover most quickly for the studied seismic event.  It is important to 

note that these repair times represent full recovery of the systems studied rather than the time at 

which society can adequately function and prevent further losses after a disaster.  Partial 

functionality to some sectors may provide an opportunity to expedite repairs in others.  

Therefore, an awareness of the ways in which neighbourhoods can continue to function while 

disaster recovery occurs is essential to improving outcomes for residents after a disaster.  

Lessons learned from this study can inform the process of developing models for future 

work and improve the understanding of recovery in urban and suburban areas.  Recognition of 

the influence of different infrastructure sectors on recovery will guide data collection for future 

studies in order to reduce uncertainty throughout the modeling process.  

 There are many opportunities to advance this form of data-driven modeling.  The effect 

of altering the ordering of repair for different infrastructure sectors is substantial and can be 

challenging to include due to the data required about the underlying infrastructure network.   

Obtaining this data requires close collaboration with infrastructure operators.  Further, while this 

study does not incorporate other functions that may exist within neighbourhoods, such as fuel 

stations or important buildings, future studies can include these entities to inform priorities for 

repair.  For example, if a certain neighbourhood contains a hospital and emergency shelter, it 

may be more critical to send repair resources to that neighbourhood before another 

neighbourhood in an industrial area, or an area with low population.  As more data becomes 

available and more needs are identified, modeling should be continually improved to best protect 

infrastructure systems and the residents and communities that they support. 
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4 Critical Road Network Recovery 

 Introduction  

The District of North Vancouver (DNV) is located in southwestern British Columbia, just north 

of the City of Vancouver.  This area is at risk of a large seismic event in the future and as a result 

has been subject to an extensive study detailing the effects that a magnitude 7.3 earthquake 

would have on the District’s residents, buildings, and critical infrastructure lifelines.  These 

lifelines are discussed in aggregate in Chapter 3.  The work presented in this chapter provides 

additional assessment of the road network in a critical area of the District and offers a 

comparison of two resource prioritization methodologies 

 Given the earthquake hazard in the District, determining areas of damage that would 

critically impact transportation routes is essential to understand how resource distribution may be 

affected after a disaster.  Based on results from the previous study, a map of road damage within 

the different neighbourhoods in the District was established and can be seen in Figure 4-1. 

 

Figure 4-1: Number of road segments with damage in each neighbourhood in the District of 

North Vancouver based on 500 trial scenarios 
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The darkest sections of the map indicate the areas that are most likely to experience road failure 

in a disaster.  This area happens to be in a critical location given its importance in connecting the 

west and east parts of the District, as well as connecting the east part to the City of Vancouver to 

the south. 

The east and west parts of the District are separated by Lynn Canyon and the Seymour 

River, as shown in Figure 4-2, isolating a central part of the District that connects the two sides 

of the District.  Three roadway bridges cross Lynn Canyon to connect the west and central 

sections, and another two bridges connect the centre and the east.  Another bridge spans the 

Burrard Inlet to connect the central part of the district to the City of Vancouver to the south. 

 

Figure 4-2: Overview of the area around Lynn Creek/Canyon and the Seymour River. Top left 

map shows enlarged area in the context of the whole District. The Burrard Inlet is directly south 

of the area shown. An overview of the surrounding area can be found in Figure 3-1. 
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  While the west and central parts of the District are well-connected to West Vancouver, 

the City of Vancouver, and the west coast of the mainland of British Columbia, the east part of 

the district is bounded to the north by forested terrain and to the east by Indian arm.  No other 

roads to external locations are available within the eastern part of the District.  There is no airport 

serving the District, but commercial shipping docks are available along the Burrard Inlet.  

Transportation by rail was not considered in the study in Chapter 3 and is therefore not included 

as an available transportation option in this chapter. 

This chapter focuses specifically on the recovery time of roadway transportation routes 

within the central part of the District based on the level of damage considered in previous studies 

and estimated repair time data gathered from previous disasters.  The recovery is based on the 

functionality of three origin points in the west and south of the study area, and two destination 

points in the east.  These points represent critical locations that, once functional, can be assumed 

to provide reliable transportation between the other parts of the district.  Roadway paths are 

established between the different sets of origin and destination points in a process described in 

Section 4.3.  A key goal of this chapter is to identify improvements in connection time by 

altering the priority of repairs for the various road segments in the study area. 

In the neighbourhoods containing the study area presented here, the population consists 

of just over seven thousand people.  Additionally, more than twenty thousand residents live in 

the eastern part of the District and are dependent on the road networks identified in this chapter 

as their only overland connection to the rest of the District.  The study area consists of mostly 

residential communities, but some industrial areas operate in the south, with a railroad running 

along the border near the Burrard Inlet.  Given the lack of other transportation options, a 

functional road network is essential to provide consistent access to goods and services coming 

from other areas within the District and outside of it.  Access to medical services is also a 

concern, as the nearest hospital is located near the western part of the District. 

In order to test the feasibility of the methodology used in this study, roads in the central 

area of the District were selected for a full assessment in this study.  This area is shown in Figure 

4-3 and includes the three east-west bridges that span Lynn Canyon, the north-south bridge that 

crosses the Burrard Inlet, and two bridges that cross the Seymour River.  The roads are in the 
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area that is subject to the most extensive levels of damage identified in previous studies (shown 

in Figure 4-1) and are considered crucial for connecting the eastern and western parts of the 

District. 

 

Figure 4-3: Neighbourhoods in study area with bridges highlighted. 

 Background 

Most studies related to damage, repair, and restoration of roads can be grouped into a few main 

categories: planning repairs for standard road maintenance activities; measuring the level of 

damage and planning access and repairs of road networks due to natural or other disasters; 

performance characteristics of novel road repair techniques and materials; and optimizing road 

repair activities. 

Janani et al. (2019), Donev and Hoffman (2018), and Lempert et al. (2016) address 

resource constraints, optimization of maintenance schedules, prioritizing repairs, and work zone 

planning for pavement repairs.  These studies focus primarily on standard road repair activities 

and do not address emergency repairs or extensive levels of damage to road networks.  Other 

studies consider full-depth reclamation of roads (Bocci et al. 2014) and are chiefly interested in 
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the performance characteristics of the rehabilitated roads.  With respect to road damage after 

disaster, Anbazhagan, Srinivas, and Chandran (2012), Robinson (2018), and Gao and Sun (2012) 

have studied methodologies for categorizing damage as well as the impacts of failed roads on 

communities, while others provide an assessment of material performance after emergency 

repairs are conducted (Hawa et al. 2013; Howard et al. 2014). 

Very few of these studies explicitly mention the repair times of roads.  One exception is  

Li and Teo (2018), which indicates a standardized value of 0.5 kilometres of repairs per hour, but 

does not differentiate based on the level of damage that the road experiences. 

One reference that does include information related to road repair time is Hazus 

documentation, which is produced by the United States Federal Emergency Management Agency 

(FEMA 2011)2.  The Hazus technical manual indicates mean repair time and standard deviation 

per kilometre of road based on the level of damage experienced.  Background data used in Hazus 

documentation is provided by the Applied Technology Council’s ATC-13 document, which is 

based on results from surveys of experts involved in repairs conducted after a number of 

earthquakes in California (Applied Technology Council 1985).  While Hazus results are useful in 

providing overall repair times for road networks, the work presented here seeks to detail more 

fully how prioritizing the repairs of specific road segments affects the overall recovery time of 

the network. 

To process the information gathered from Hazus related to the road repairs, Bristow and 

Hay’s Graph Model for Operational Resilience (GMOR) is utilized (Bristow and Hay 2017; 

Bristow 2019).  The capabilities provided by GMOR allow for the generation of paths to connect 

points of interest in the road network, prioritization of repairs, variation of repair times based on 

level of damage, and consideration of dependencies for the functionality of each entity within the 

model.  Resource constraints can also be added to the model if desired, but are not included for 

the purposes of this study.  Repair times indicated in ATC-13 and subsequently included in 

Hazus documentation clarify that restoration “follow[s] normal nonemergency construction 

schedules” (Applied Technology Council 1985).  Since the size and capabilities of repair crews 

                                                 

2 For further information about Hazus, see Section 3.2 
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in the original survey data is aggregated from a variety of sources, the repair times indicated in 

Hazus documentation are assumed to be accurate for use in the GMOR model as well. 

 Methodology 

4.3.1 Network Creation 

Road data from a GIS model of the District is shown in Figure 4-4a along with the selected 

origin and destination points mentioned in Section 4.1.  Note that the locations of the origin and 

destination points are similar to the locations of the bridges shown in Figure 4-3. 

 

Figure 4-4: Selected origin and destination points with: (a) Full road network in study area 

neighbourhoods; (b) Simplified road network with most dead-end and extraneous roads 

removed. 
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From this data, dead-end roads and a number of extraneous road segments are removed to 

produce the model shown in Figure 4-4b.  Each origin point, destination point, and road segment 

is associated with a unique identifying number which is then used to create a node in a graph 

model.  These nodes are joined by edges that represent the connections between the roads in the 

study area.  A simple example of a graph with nodes and edges is shown in Figure 4-5. In the 

graph, circles are the nodes that represent roads and points of interest, and lines (edges) represent 

the intersections that connect the roads.  

Using computational tools for processing graph models, a set of shortest paths between 

each origin and destination points is produced.  These paths are determined by the number of 

nodes (road segments) between the origin and destination, rather than by the length of the road 

representing each node.  As such, the paths represented may not be the shortest by distance, but 

this difference is assumed to be negligible and negated by the number of paths identified 

between each origin and destination point. 

 

 

Figure 4-5: Example graph model showing nodes (circles) and edges (lines). 

 One issue encountered while working with the paths in the model is related to a lack of 

differentiation between one- and two-way roads.  Data from the district does not indicate if a 

road is limited to one-way travel or is accessible in two directions.  As such, situations arise in 
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which the shortest identified path includes a separated road that cannot be travelled as indicated, 

like the example path shown in Figure 4-6a.  Road 2 can be accessed from Road 1, and Road 3 

can be accessed from Road 2, but traveling from Road 1 to Road 2 to Road 3 directly is not 

possible. 

 

Figure 4-6: Additional road creation for roads with travel direction constraints. 

 To remedy this issue, new road entities are created and constraints added which indicate 

that vehicles can travel in only a single direction.  This is shown in Figure 4-6b, where Road 1 

can access Road 2a, and Road 2a can access Road 3, but there is no connection between Road 2a 

and Road 2b.  Currently the process of creating separate road entities is done manually.  

Automating the creation of single direction road entities would improve efficiency in the future, 

especially for large models.  New sections of road are assigned unique object identifiers to 

differentiate them in the GIS file and GMOR model. 

 After the creation of new road segments, the shortest path process is repeated and routes 

are manually checked for feasibility.  The number of paths identified for each origin and 

destination is shown in Table 4 and a map of each is included in Appendix D.  Variation in the 

number of shortest paths identified is due to a variation in the number of paths initially available 

between origin and destination points.  The number of shortest paths increases with the number 

of total available paths. 
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Table 4: Number of paths connecting indicated origin and destination points 

 Destination0 Destination1 

Origin0 2 9 

Origin1 2 3 

Origin2 5 3 

 

4.3.2 Entity Creation 

Using the unique object identifiers for each road segment from the GIS file, entities are created 

within the GMOR model.  Each segment has four failure entities associated with it, one for each 

possible damage state the road can experience – none, slight, moderate, and extensive/complete.  

Repair time and resource dependencies are then added for each damage state for each road.  

Repair times are generated for each damage state using road segment length information from 

the GIS model and per-kilometre repair time estimates from the Hazus technical manual (FEMA 

2011).  A generic resource entity is used for all road segments in this model since it is assumed 

that standard maintenance crews work to repair the roads as indicated in Section 4.2. 

4.3.3 Assumptions 

One key assumption made in the modeling process is that all origin points are functional in the 

immediate aftermath of a disaster.  Since it is unknown which point (if any) would actually be 

accessible in a disaster scenario, this assumption provides an understanding of how repairs 

propagate from each origin to each destination.  Since each path is linked to a specific origin and 

destination point, assessing the results for the individual paths in the model provides insights into 

the efficiency of repairs for all possible scenarios, regardless of the functionality of the 

individual origin points. 

 Various additional assumptions are made in the generation of this model which may have 

an effect on the results that are produced as well. These assumptions are primarily related to 
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repair time and resource issues that are difficult to model and could vary widely in actual disaster 

scenarios.  It is assumed that the uncertainty in repair times included in the model (via normally 

distributed times indicated in Table 5) account for and accommodate this variability. 

Table 5: Mean and standard deviation of normally distributed road repair times per kilometre of 

road based on level of damage. 

 Repair time (days per km) 

Damage Mean Standard 

deviation 

None 0 0 

Slight 0.9 0.05 

Moderate 2.2 1.8 

Extensive/complete 21 16 

 

 Specifically related to assumptions surrounding repair time are travel and access issues 

that could impede repair crews and prevent them from quickly reaching and commencing repairs 

on damaged sections of roadway.  Travel time and access are not included in the GMOR model, 

but it is assumed that these times are considerably smaller than the times necessary to perform 

repairs on damaged road segments.  Further, since some road segments are not included in the 

model (as shown in Figure 4-4), it is assumed that alternate paths beyond those indicated in 

Figure 4-4b and Appendix D could provide access for repair crews. 

 Additionally, ATC-13 documentation indicates that repair times are reported under the 

assumption that “[u]nlimited resources are available for reconstruction”, which may not 

realistically be the case (Applied Technology Council 1985).  Given that access to the District is 

already assumed based on the immediate functionality of at least one origin point in the model, 

this supports the assumption that resources would likely be available by way of these origin 

points.  In addition, while resources may be in short supply immediately following a disaster, the 

level of damage experienced by the roads considered here is likely not significant enough to 
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prevent repairs from occurring.  Further evidence from recent disasters indicates that, in some 

cases, materials may be rapidly produced and distributed (Alaska Department of Transportation 

and Public Facilities 2018), though that falls beyond the scope of this chapter. 

 Trials 

A beneficial feature in the GMOR model used here is the capability to prioritize resource 

allocation for performing repairs.  This feature allows for the specification of entities (in this 

case, road segments) that are to be repaired before others.  Prioritization may also be 

randomized, providing insight into how a network might best recover beyond the intuition of 

modelers.  In the initial trials of the model presented here, the prioritization of resource 

allocation is randomized, so all roads are considered equally in performing repairs.  Further trials 

explicitly prioritize certain groups of road segments over others to determine how the order of 

repair affects overall network repair time. 

 

Figure 4-7: Road repair priority levels. Origin and destination points included for reference. 

 In trials where repair order is specified, three levels of priority are assigned to the various 

road segments.  The list of road segments is split into groups based whether they are included in 

one of the shortest paths or not.  The highest priority roads are those that are connected to an 

origin or destination point.  Next are the segments that are identified as being part of one of the 

shortest paths.  Finally, the road segments that are not included in any shortest path are allocated 



55 

 

resources for repairs.  A map highlighting the different priority levels for each road segment is 

shown in Figure 4-7. 

Within each of the differing levels of priority, the repair order of road segments is 

randomized.  That is to say, a road segment included in a path will be repaired before one not 

included in a path in every trial, but will be randomly assigned a priority among all roads 

included in a path.  This prioritization is not highly complex for the purposes of these trials, but 

further detail can be included as desired and is discussed in Section 4.6. 

 Results 

Results are presented here for the two sets of trials identified in Section 4.4.  Five hundred trials 

were generated for each trial type, all based on the initial earthquake scenario identified in the 

District case study detailed in Chapter 3.  Results are shown first by the time it takes for repairs 

to connect each destination point to any one of the origin points.  This repair time reflects the 

assumption that the road networks into this part of the District are functional.  Further results are 

presented for each origin-destination combination in Table 6, and more detailed results for each 

path are included in Appendix F. 

4.5.1 Randomized Trials 

For trials in which no repair order was specified, the average time required to provide a 

functional path to Destination 0 is 41.6 days, with a standard deviation of 17.9 days.  To reach 

Destination 1, the average repair time is 42.4 days, again with a standard deviation of 17.9 days.  

The minimum and maximum times required for repairs to reach Destination 0 are 7.1 and 104.1 

days, respectively.  For Destination 1, the results are similar with a minimum of 6.6 days and 

maximum of 105.7 days.  Histograms for each destination are shown in Figure 4-8. 

 The average repair times and standard deviations for each origin-destination pair are 

shown in Table 6, and a box plot for each is included in Appendix E as well. 
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Figure 4-8: Distribution of recovery times for randomized prioritization. 

4.5.2 Ordered Trials 

For trials in which three levels of priority were modeled as described in Section 4.4, average 

repair time to reach Destination 0 drops to 26.1 days with a standard deviation of 15.2 days.  For 

Destination 1, the results indicate an average repair time of 27.1 days, with a standard deviation 

of 15.1 days.  A minimum of 1.2 days and maximum of 97.3 days is required to reach 

Destination 0, while these values are 0.7 days and 86.9 days for Destination 1.  Histograms for 

these results are shown in Figure 4-9.  For each origin-destination pair, results are shown in 

Table 6, and a box plot for each is also included in Appendix E. 



57 

 

Table 6: Mean and standard deviation (𝜎) of recovery time for origin and destination points. All 

values given in days. 

 Random Ordered 

 Destination 0 Destination 1 Destination 0 Destination 1 

 Mean 𝜎 Mean 𝜎 Mean 𝜎 Mean 𝜎 

Origin 0 42.3 18.2 43.6 18.3 26.5 15.3 27.7 15.3 

Origin 1 46.0 18.5 45.4 18.2 29.9 15.5 29.6 15.5 

Origin 2 46.6 18.6 46.5 18.8 30.1 15.5 29.8 15.3 

4.5.3 Discussion 

As can be clearly seen in the results, prioritizing repairs to road segments that are included in 

paths connecting origin and destination points drastically improves the repair times needed to 

reach those points.  It is interesting to note, however, that even though the required repair time 

drops substantially, the standard deviation is reduced by a comparatively small amount.  This 

indicates that individual repair times for specific road segments are subject to roughly the same 

amount of variability in each set of trials, but the prioritization of repairs shifts the mean to a 

much lower overall repair time. 

 In addition, the mean and standard deviation for each origin-destination pair shown in 

Table 6 demonstrate minimal variation within the types of ordering represented (randomized or 

specified).  This is in part a result of many pairs sharing roads, so once a given road is recovered, 

multiple pairs recover as well.  Further, with randomized ordering, any road may be prioritized 

over any other, so the paths are recovered in a random order as well.  With specified ordering, 

the roads on which origin and destination points lie are prioritized first.  The ordering for the 

next sets of roads is randomized, so they may recover in any order after that point.  If roads that 

are part of certain paths are consistently ordered before others, results would likely be much less 

consistent across the origin-destination pairs. 
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Figure 4-9: Distribution of recovery times for ordered prioritization. 

 A number of important details must be mentioned when discussing these results.  The 

first is that the repair time shown here is for the complete repair of the included road segments, 

not simply for access or the ability to traverse a specific road segment.  For example, “Slight 

Damage” and “Moderate Damage” (damage states 2 and 3) in Hazus documentation is 

characterized by anywhere from a few inches to several inches of settlement in a roadway 

(FEMA 2011).  While this level of damage would certainly require repairs, it would not 

necessarily prevent access for repair crews, emergency responders, or even residents.  As such, 
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the repair times indicated here are not meant to indicate that no supplies or aid are able to travel 

through the District in case of a disaster, but that returning to normal roadway function in those 

areas will take time.  Many residents in these neighbourhoods would still likely be able to travel 

as needed to access essential supplies given the redundancy in the road network.  

 With regard to emergency services, some of these roads may be used to provide service if 

they are not significantly damaged.  In addition, roads that were marked as being only accessible 

in one direction in Section 4.3.1 could be traveled on in reverse if necessary to provide supplies 

or emergency medical care. 

 The overall repair time for all of the roads in these neighbourhoods is higher than the 

repair times indicated here for a number of reasons.  Some of the roads are not included in this 

model for simplicity, as indicated in Section 4.2.  Further, the key priority in this chapter is to 

return the roads in this part of the district to normal as quickly as possible.  The faster that the 

efficient travel of goods and services can be restored, the sooner pre-disaster conditions and 

functionality can be restored to the neighbourhoods involved and the District as a whole. 

 Future Considerations 

Several options exist to expand and improve on this work in the future.  Further optimizing the 

priority of repairs for roads and paths is one area that can be developed.  For example, 

considering the length, probability of failure, and resulting estimated repair time for specific road 

segments could provide an opportunity to prioritize repairs of those that are likely to provide the 

quickest access to the desired origins and destinations.  In addition, identifying other key areas 

within the district could be considered in future modeling scenarios as well.  Prioritizing routes 

to hospitals, shopping centres, or other supply routes, for example, may increase overall repair 

time in the certain neighbourhoods but improve outcomes for citizens by providing earlier access 

to critical facilities. 

 In addition, these trials only cover a small area of a single part of the District, but the 

same methodology could be extended to larger municipal-scale regions.  Specifically, by 

identifying points of interest or importance at a local scale and performing similar trials for many 
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areas, key paths within a region may be identified.  These paths can then be used to perform 

larger trials and inform stakeholders for the purposes of coordinating and planning at a regional 

scale.  Further, functions and capabilities within smaller local areas may be available to others 

nearby, providing the opportunity to improve the efficiency of recovery by sharing resources.  

Haas (1977) refers to this area as the “invisible city” that surrounds a damaged location. 

 The Indicator entities introduced in Section 2.3.4 can also be useful for establishing 

probable accessibility for roads in the district after a disaster.  For example, roads experiencing 

minimal or moderate damage are likely passable, especially if priority is given to emergency 

services or repair and maintenance crews.  Correlating information about roads that are less 

prone to high levels of failure with roads that connect key areas of a municipality could prove 

valuable in establishing routes for disaster response activities. 

 As mentioned previously, the trials run for the purposes of this study do not make any 

consideration for travel time or access issues related to the process of performing road repairs.  It 

is assumed that additional time required is mitigated by the inclusion of standard deviations for 

repair times, and that travel time is limited in comparison to actual repair time.  In the future, it 

may be possible to improve accuracy by accounting for impassable roads, crew set up time and 

resource acquisition.  Each of these additions introduces its own variability, so understanding the 

effect of each on overall recovery time and uncertainty is crucial. 

Further benefit could be provided by performing rapid assessment of roads immediately 

following a disaster to produce quick plans for post-disaster reconstruction.  Incorporating 

observed damage states in the models presented here rather than estimates from simulations 

would improve the accuracy of results and provide an opportunity to plan for realistic recovery.  

While the computing resources and time required to run models are significant, improvement in 

recovery outcomes based on results from those models would likely far outweigh those 

challenges. That being said, reducing the complexity of models to improve computational 

efficiency without negatively impacting results should certainly be pursued. 
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 Conclusion 

The work presented here provides an overview of the repair time necessary to connect points of 

interest within a set of neighbourhoods in the District of North Vancouver after a disaster.  

Results indicate that prioritizing specific sections of road results in a reduction in the time 

required to connect these points.  The effects of prioritization are highlighted and offer a clear 

picture of the impact that simple changes may have on recovery at a municipal scale. 

 This work may be used to support decision-makers and stakeholders as they plan for 

post-disaster reconstruction or provide insight into where resources should be located or how 

they should be distributed to prepare before a disaster strikes.  Communication with residents in 

neighbourhoods, recognizing their needs, and understanding the resources and processes that 

support their well-being should be a critical consideration in developing resilient strategies 

throughout their communities. 
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5 Conclusion and future considerations 

Natural disasters will continue to occur throughout the world in the coming years, and evidence 

suggests that their impacts may become even more severe as global populations rise and the 

effects of climate change become more prominent (Thomas 2017; Coppola 2006).  No one can 

stop these disasters from occurring, but individuals, organizations, and communities can take 

steps to better prepare themselves for disaster scenarios.  Modeling disasters and their effects 

will help create plans for disaster response and promote faster recovery and reconstruction.  The 

work presented here builds on the capabilities of existing recovery modeling approaches by 

improving the precision of damage state and recovery time estimates. 

 Chapter 2 details a methodology for better integrating a probabilistic recovery modeling 

platform (GMOR) with outputs from existing hazard modeling tools.  This integration promotes 

increased accuracy in correlating levels of damage to infrastructure systems with resource and 

repair time requirements. 

 Chapter 3 presents a case study of the effects of a hypothetical earthquake on the 

functionality and restoration of water, wastewater, power, and road systems in the District of 

North Vancouver.  Results from this study indicate that recovery times for water and wastewater 

systems are on average significantly lower than those of power and road networks.  In addition, 

power and road network repair times are subject to a high level of variability, so communities 

must be prepared to respond to a wide variety of outages and lack of functionality in these 

systems. 

 Chapter 4 expands on the work presented in Chapter 3 and offers a focused view of part 

of the road network within the District of North Vancouver.  The road segments considered in 

this chapter connect the District to external locations that are critical for providing resources for 

the District’s recovery.  The prioritization of resource allocation highlighted in this chapter show 

the importance of properly distributing repair resources after a disaster to expedite recovery. 

 Many options exist for building and improving on this work to further suit the needs of a 

wide variety of communities and organizations.  The focus here is primarily on the physical 
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structures that exist within municipalities, which are important to sustaining the health and well-

being of residents.  That being said, considering the psychosocial and other needs of 

communities is essential as well.  Too often, physical structures and social strategies are treated 

separately, but they exist in mutually supportive roles whose interactions should be more clearly 

researched and understood.  Two communities with exactly the same infrastructure systems 

subject to the same disaster may have drastically different goals and priorities, which must be 

considered and respected when planning for recovery. 

 In addition, other resilient strategies must be considered in future scenarios.  This work 

touched briefly on the importance of resource prioritization in improving recovery times, but 

other actions should be modeled in the future as well.  These could include increasing resource 

availability (such as adding repair crews or materials), decreasing likelihood of damage after a 

disaster (by constructing stronger facilities or building in less risky areas), increasing redundancy 

(by adding additional power production facilities in a community), or further improving damage 

and recovery time estimates to better understand what happens within a community or 

organization during and immediately following a disaster. 

 As it stands, this work serves as a framework for broader case studies and provides 

guidance for establishing parameters and scenarios for resilience and recovery assessment.  

Recovery and restoration are fields that still require much research, but it is hoped that the work 

presented here bridges a gap in understanding and provides capabilities that are useful for 

improving outcomes after disaster for communities and organizations in the future. 
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Appendix A: Mutually Exlusive Failure 

Dependency Map Creation 

A.1 Introduction 

Between the dependency map shown in Figure 2-1 in Section 2.2.1 and the one shown in Figure 

2-3 in Section 2.3 are many intermediate steps that provide the structure for the integration of 

mutually exclusive failure states in GMOR.  These steps are outlined here to provide clarity and 

describe the process of adding this methodology to GMOR. 

A.2 Dependency Map Creation 

A dependency map is a visual representation of the functions, processes, resources, and other 

components that are required for a specific component to function within a system.  In a GMOR 

model, each of the pieces represented in a dependency map is initially held in a text file that 

provides GMOR with the information needed to run a simulation.  The types of files used and 

their functionality is described in more detail in Appendix C.  As such, the visual dependency 

map is not used directly in GMOR but is useful to understand the structure of models that are 

produced. 

A.3 Basic Entity Structure 

A basic GMOR entity is shown in Figure A-1 with its dependencies included.  A description of 

the logic gates used and their functionality is described Section 2.2.1 and is therefore not 

included here. 

 The Failure box in Figure A-1 has an associated probability of occurrence that is defined 

in the GMOR model and requires a unique Repair Time provided by a specific Resource in order 

to restore the Entity to its proper functionality. 
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Figure A-1: Basic structure of a single entity in GMOR with repair time, failure, and resource 

dependencies shown. 

A.3.1 Duplicating Entities 

The overarching process for producing models with mutually exclusive failure states involves 

creating individual entities to serve as indicators of the functionality of components in response 

to each possible failure state.  Each of these entities has its own associated repair time and 

probability of failure, but shares a resource with all other entities.  Duplicated entities with 

unique repair times, unique failure states and probabilities, and a shared resource are shown in 

Figure A-2. 

A.3.2 Recovery Indicators 

To show that a specific failure state has not occurred or that the required repair time has passed 

for an experienced failure, the individual entities are relabeled as indicators which the overall 

entity of interest is dependent on, as shown in Figure A-3.  In addition, a connection is made 

between Failure 1 and the OR gate for Indicator 2.  This connection helps ensure that failures are 

represented as mutually exclusive in the model.  That is, when Failure 1 occurs (takes on a value 

of 1), Indicator 2 shows a 1 as well, indicating that Failure 2 has not occurred, regardless of the 
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actual initial value of Failure 2 in the simulation.  This process is described in more detail in 

Section 2.3. 

 

Figure A-2: New entity with unique repair time, unique failure states, and shared resource 

entities. 

 

Figure A-3: Indicator entities added to the dependency map, as well as a connection between 

Failure 1 and the OR gate for Indicator 2. 
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A.3.3 Additional Failure State 

To match the structure of the dependency map shown in Figure 2-3, an additional failure state 

needs to be added to the model.  This is achieved by adding and additional indicator entity to the 

model and connecting it to the other two entities.  An updated dependency map is shown in 

Figure A-4.  Note the additional link from Failure 1 to the OR gate for Indicator 3, as well as the 

link from Failure 2 to the OR gate for Indicator 3.   

 

Figure A-4: Dependency map for entity with three possible failure states. 

If additional entities are added, the same process is followed.  Lower numerical value Failure 

entities are connected to the OR gates of Indicator entities to ensure that only one failure at a 

time is represented in the model. 
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A.3.4 Resource Allocation 

The dependency maps shown in Figure A-1 and Figure A-4 are for a single entity with a 

dedicated resource.  In a larger system, however, resources may be shared among many entities.  

As a result, GMOR needs a means by which to allocate resources effectively and prioritize the 

repair of certain entities over others.  Connecting resources directly to Repair Time entities 

increases the complexity of the GMOR model and complicates the allocation of resources.  As a 

result, the resource is instead applied to an additional set of entities that contain the entire repair 

process.  This allows for the order of repair to be specified for each entity in the GMOR model as 

described in Section 2.3.2.  The final dependency map for this entity is shown in Figure A-5. 

 

Figure A-5: Full dependency map for entity with three possible mutually exclusive failure states. 

  



74 

 

Appendix B: Supplemental Information for 

Chapter 3 

B.1 Water Distribution and Wastewater Collection 

Networks 

Breaks and leaks in water distribution and wastewater collection pipelines are modeled in Hazus 

by the federal government partner for each individual pipe segment.  In this model, the District is 

divided into neighbourhood zones and the number of expected breaks and leaks is tallied in each 

zone.  The failure of the pipes in each zone is set to 1 and then the variation in recovery time in 

the zone is estimated based on a repair time distribution as follows.  

B.1.1 Failure and repair time distribution 

From the Hazus Technical Manual (FEMA 2011) the repair times of pipes per crew are the 

following for a 16 hour shift: 

  Small pipe Large pipe Value used 

Repair time per: 
Leak 4 hours 6 hours 7.5 hours 

Break 8 hours 12 hours 15 hours 

Since we do not know the pipe diameters the average of these values is used and they are 

adjusted upward to account for the shift length relative to the hours in the day, giving 7.5 hours 

per leak per crew and 15 hours per break per crew. 

 These quantities are taken as the mean repair times for leaks and breaks respectively. 

While nearly all other repairs are modeled as normal distributions in Hazus, no standard 

deviation is available for pipe repair. Due to this unavailability of data the standard deviation is 

estimated from the coefficient of variation (COV):   
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COV=σ/μ 

  

 Ranges of the COV for other repairs in the Hazus documentation vary from 

approximately 0.25 to 0.75. Here a COV of 0.5 is used. The resulting distribution for pipe leak 

and break repair is estimated as the following for a crew of 4: 

  

Repair Task Mean (Days) Standard Deviation (Days) 

Leak 0.313 0.156 

Break 0.625 0.313 

  

Each zone of the model comprises a given number of pipes whose number of leaks and breaks 

are modeled in Hazus (by the federal government partners), hence an overall distribution for 

repair of water or wastewater pipes in each zone can be computed as the sum of normal 

distributions. Estimates of the number of leaks and breaks can be converted into estimates of 

repair times as follows. Given n leaks and m breaks in a prescribed area, the repair time follows a 

normal distribution such that:  

𝜇 = 𝑓(𝑛𝜇𝐿 + 𝑚𝜇𝐵)  𝜎2 = 𝑓(𝑛𝜎2 + 𝑚𝜎2) 

where f=1 is the fraction of leaks that need to be repaired. The value of 1 is used as it is assumed 

that the estimates for failure rates produced by Hazus are based on observed leaks from historical 

cases that were used to develop Hazus methodology. 

 Work crews in the model are assigned to a neighbourhood of the District and they fix all 

leaks and breaks in that region, then move onto the next region.  As such, the more leaks and 

breaks in a prescribed area of the District, the longer time (on average) that a work crew is 

required in that area.  The order in which workers move from neighbourhood to neighbourhood 

is randomized in the GMOR model due to a lack of a better alternative. 

B.1.2 Workforce resource use per repair activity 

There are approximately n=4 teams of 4 workers in the District for the water distribution and 

wastewater collection networks.  Each team is modeled to work in isolation, so each repair 
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activity (for breaks or leaks) uses a quarter of the labour resource under normal operations – this 

fraction is called the effort. 

 There is a probability, p (provided by the federal government's model) that the 

availability of crews is halved following the events of the earthquake. It is possible, then, to 

calculate the expected value of the effort each repair will take as: 

 

𝐸[𝑒𝑓𝑓𝑜𝑟𝑡] = 𝑝
2

𝑛
+ (1 − 𝑝)

1

𝑛
=

1 + 𝑝

𝑛
 

  

For this model the probabilities and resulting efforts are: 

Network p (%) E[Effort] 

Water 6.6 0.267 

Wastewater 6.6 0.267 

  

  

B.2 Water and wastewater facilities 

Water quality and wastewater treatment are not included in the model.  Water supply is made 

possible by a set of transmission facilities and a largely gravity fed system.  For the transmission 

pumping facility, the recovery times from Hazus are weighted by the Hazus computed 

probabilities of damage, resulting in: 

~𝑁(𝜇 = 2.83 𝑑𝑎𝑦𝑠, 𝜎 = 1.34 𝑑𝑎𝑦𝑠) 

B.3 Roads 

Like water and wastewater systems, roadways are divided into neighbourhood zones in the 

District, so a similar procedure is followed.  Repair times for roadways are taken to follow 

normal distributions based on their state of damage as indicated in Hazus documentation.  The 

probability of each damage state for individual roadway segments are weighted by their fraction 

of the total roadway length in the neighbourhood.  All segment damage state values are then 
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summed to represent the average probability of each damage state to the roadway network as a 

whole within the neighbourhood. 

 The equation for the overall probability of damage state j for overall neighbourhood road 

network k based on probabilities for individual road segments i is as follows, where L represents 

road length: 

𝑝(𝑘𝑗) = ∑
𝐿𝑖

𝐿𝑘
∗ 𝑝(𝑖𝑗)

𝑖

𝑖=1

 

 

The probability of occurrence for each damage state is computed by Hazus and provided by the 

federal partners. 

 Weighting and summing the probabilities of occurrence for each damage state and 

roadway segment within a neighbourhood can lead to extreme outliers being represented in 

estimates of recovery time.  For example, if a neighbourhood consists of one hundred one-

kilometre long roadway segments, each with a one percent chance of extensive (DS-5) damage 

in an earthquake scenario, the overall probability of the entire road network in that 

neighbourhood experiencing extensive damage will be represented as one percent based on the 

equation above.  In hundreds of trials, that will result in multiple scenarios modeled where all 

one hundred kilometres of road are completely destroyed.  Though this is highly unlikely in 

reality due to the area covered by a neighbourhood of this size, the model could produce a repair 

time estimate of ten or more years, given the average required repair time of over twenty days 

per kilometre of extensively damaged road.  These situations are acknowledged and discussed 

further in Chapter 3. 

B.4 Electricity Distribution 

Power distribution is divided into neighbourhood zones as well, so a similar procedure to the 

road networks is followed.  There are some differences due to data availability, however.  

Resource constraints and repair times are not applied per usual using Hazus or other empirical 

data.  Instead, the population weighted recovery time is calibrated to federal partner figures 
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(68.1% chance of a 6 month failure to 75,000 customers). From this it follows that the mean 

recovery time in zone i can be estimated by:  

𝜏𝑖 = 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑓𝜏 

where 𝑓𝜏 is found by solving the following equation iteratively using a goal seek of 6 months:  

𝐸[t𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦] =
∑ 𝑝𝑖𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑓𝜏

∑ 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖
= 6 

where 𝑝𝑖 is the chance of failure in zone i.  It is assumed that the chance of failure is proportional 

to the population of each zone, such that:  

𝐸[p𝑓𝑎𝑖𝑙𝑢𝑟𝑒] = ∑ 𝑝𝑖𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖 = 68.1% ∗ 75,000 

A COV=0.5 is used as per other lifelines. 

B.5 Outside scenario scope 

• It is assumed at that there is an adequate supply of materials and equipment available for 

repair/replacement 

• Water reservoirs and storage are unaffected 

• Lifeline bridges to the municipality are not assumed to fail. 
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Appendix C: Example GMOR files 

The three main kinds of files that GMOR uses to gather information are called the “transform”, 

“scenario”, and “order” files.  Examples of the formatting for each are shown in the following 

sections.  Note that ellipses (…) indicate that properties of many entities are not shown.  This 

was to simplify the files for inclusion here, leaving only the names of entities rather than all of 

their associated parameters. 

C.1 Transform File 

The transform file holds information about entities and their dependencies in the GMOR model 

as shown here with annotations on the right: 

1 [{ 

2       "name": "Road0",                        //Name of the entity in the 

3       "shp_path": "Project_folder",           //model. This entity was 

4       "shp_file": "Shapefile_name.shp",       //generated from a spatial 

5       "root_name": "Road",                    //join using the shapefile  

6       "ent_type": "function",                 //indicated here. Root name,  

7       "parent": "system",                     //type, and parent all direct  

8       "dependencies": ["End Repair of Road0"],//GMOR in how to treat this  

9       "obj_ids": ["1"]                        //entity. Dependencies are  

10  }, {                                        //assigned based on the mutually  

11      "name": "End Repair of Road0",          //exclusive dependency map. The  

12      ...                                     //"object ID" correlates the  

13  }, {                                        //GMOR entity to the shapefile  

14      "name": "I-1 Road0",                    //entity. Additional entities are  

15      ...                                     //created following the structure   

16  }, {                                        //of the mutually exclusive 

17      "name": "Repair Time of Road DS-1 0",   //dependency map. "I-2...", "Repair  

18      ...                                     //Time of Road DS-2...", etc, so   

19  }, {                                        //only a limited number are shown  

20      "name": "Failure of Road DS-1 0",       //here. Using a spatial join to a  

21      ...                                     //shapefile allows GMOR to create  

22  }, {                                        //many entities at once.For example,  

23      "name": "Initiate Repair of Road0",     //only "Road0" and its associated  

24      ...                                     //entities are shown here, but any  

25  }, {                                        //number of road entities that are  

26      "name": "Road Repair Workforce",        //included in the shapefile could be  

27      ...                                     //generated, along with all of their  

28  }, {                                        //associated entities. 

29      "name": "User0",                        //This entity was generated from  

30      ...                                     //a path join. A path join uses  

31      "dependencies": [{                      //a graph model of the road network  

32      "OR": [{                                //generated from a shapefile and a list  
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33      "OR": [{                                //of road connections to find paths  

34          "AND": ["Source0", {                //between selected origin (source) and  

35              "OR": [{                        //destination (user) points. These paths 

36                  "AND": ["Road0", "Road1"]   //consist of road entities that connect  

37                  }, {                        //the desired points of interest. Here it  

38                  "AND": ["Road2"]            //is shown that User0 can reach Source0  

39                  }]}]}]                      //via a combination of Road0 and Road1,                                      

40          },                                  //or Road2 on its own. Once Source0 and  

41      "obj_ids": ["4"],                       //one of those paths is functional, 

42      "shp_path": "SourceAndUser",            //User0 becomes functional as well. 

43      "shp_file": "SourceAndUser.shp" 

44  }, { 

45      "name": "Source0", 

46      ... 

47  }, { 

48      "name": "Power",                        //This entity has no connection to a 

49      ...                                     //shapefile or any other external file. 

50      "dependencies": [{                      //It exists only within the GMOR model 

51      "OR": [{                                //and therefore has no associated 

52          "NOT": ["Failure of Power"]         //"object ID". 

53              }, "Repair Time of Power"] 

54          } 

55      ], 

56      "obj_ids": [] 

57  }, { 

58      "name": "Power Repair Crew", 

59      ... 

60  }, { 

61      "name": "Failure of Power", 

62      ... 

63  }, { 

64      "name": "Repair Time of Power", 

65      ... 

66          } 

67      ] 

68  } 

69] 

C.2 Scenario File 

The scenario file holds information about the probability of failure and required repair time for 

the entities within the model.  Note that in a full scenario file, all of the entities from the 

transform file would be included with their parameters shown.  They are eliminated here for the 

sake of simplicity. 

1 {"Road 0": {                           

2       "state_type": "deterministic",      //The "state_type" and 

3       "time_type": "single",              //"time_type" parameters 

4       "time": 0.0,                        //tell GMOR how to treat 

5       "state": 1                          //entities in this file. 
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6   },                                      //The "time" parameter is a 

7   "Failure of Road DS-1 0": {             //delay for the model to 

8       "state_type": "probabilistic",      //wait a certain amount of 

9       "time_type": "single",              //time once dependencies are 

10      "prob_occurrence": 0.5,             //in tact before showing an 

11      "time": -1.0                        //entity as functional. 

12  },                                      //"prob_occurrence" is the 

13  "Initiate Repair of Road0": {           //probability that the indicated 

14      "efforts": {                        //failure will occur while the 

15          "Road Repair Workforce": {      //model runs. 

16              "effort_type": "single",    //"efforts" show the resources 

17              "effort": 1.0               //that are required for an 

18          }                               //entity to return to 

19      }                                   //functionality. 

20  "Repair Time of Road DS-2 0": {         //The "time_type": "normal" here 

21      "state_type": "deterministic",      //shows that the repair time 

22      "time_type": "normal",              //for this entity is normally 

23      "state": 1,                         //distributed with the indicated 

24      "mean": 0.09,                       //"mean" and "std" values.  

25      "std": 0.01 

26          } 

27  } 

 

C.3 Order file 

The order file lists the resources that entities in the model rely on as well as the priority in which 

resources are assigned to entities in the model. 

1 { 

2   "Road Repair Workforce": {          //Three entities (Road0, Road1, and Road2) 

3       "Initiate Repair of Road0": 1,  //depend on this resource for repair. The 

4       "Initiate Repair of Road1": 0,  //lower the indicated value, the earlier the 

5       "Initiate Repair of Road2": 1   //repair will commence. In this example, Road1 

6   },                                  //will be repaired first, then Road0 and Road2 

7   "Power Repair Crew": {              //will be randomly assigned. The resource for 

8       "Repair Time of Power": 0       //the Power entity is not shared with any 

9   }                                   //other entities, so its repair commences 

10}                                     //immediately 
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Appendix D: Maps of paths connecting origin 

and destination points for the road network 

identified in Chapter 4 

The maps shown here demonstrate the various paths used to connect the origin and destination 

points identified in the central part of the District of North Vancouver as identified in Chapter 4.  

A map of the simplified road network discussed in Section 4.3.1 and the selected origin and 

destination points is shown in Figure D-1.  

 

Figure D-1: Map of simplified road network in the District of North Vancouver with origin and 

destination points highlighted. 

Each heading in this section identifies an origin and destination pair, and a map of each of the 

paths connecting the selected pair is shown.  Since headings identify the points of interest, and 

for the sake of reducing unnecessary information and clutter, individual figure numbers are not 

included with the maps.  
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D.1 Origin 0 – Destination 0 
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D.2 Origin 0 – Destination 1 
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*Note that this path shows one road being used in two directions in the bottom right. This 

intersection was identified as one where U-turns are possible and is therefore included here. 
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D.3 Origin 1 – Destination 0 
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D.4 Origin 1 – Destination 1 
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D.5 Origin 2 – Destination 0 
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D.6 Origin 2 – Destination 1 
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Appendix E: Box plots for performance of road 

networks by origin-destination pair 

 

 

Figure E-1: Origin-destination performance for (a) randomly ordered trials; and (b) trials 

ordered by road importance, as defined in Section 4.4.  
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Appendix F: Performance of paths for 

randomized and ordered trials 

The table below details the recovery time and standard deviation of each path (discussed in 

Chapter 4 and mapped in Appendix D) for randomized and ordered trials.  All values are 

indicated in days. 

 
Random Ordered 

 Mean 

Standard  

Deviation Mean 

Standard 

Deviation 

Path 1 46.8 18.6 30.3 15.8 

Path 2 47.8 18.7 31.0 15.5 

Path 3 42.7 18.3 26.8 15.3 

Path 4 47.6 18.8 30.5 15.7 

Path 5 47.6 18.7 30.7 15.5 

Path 6 47.9 18.6 30.8 15.5 

Path 7 48.2 18.6 31.0 15.6 

Path 8 48.3 18.6 31.1 15.7 

Path 9 48.3 18.6 31.0 15.7 

Path 10 46.8 18.5 30.4 15.4 

Path 11 47.2 18.6 30.6 15.8 

Path 12 47.6 18.5 30.8 15.7 

Path 13 46.1 18.6 29.3 15.5 

Path 14 45.9 18.4 29.7 15.4 

Path 15 46.7 18.7 29.8 15.8 

Path 16 46.3 18.6 29.7 15.3 

Path 17 47.1 18.7 30.4 15.6 

Path 18 48.3 18.7 31.2 15.6 

Path 19 48.3 18.7 31.2 15.6 

Path 20 48.4 18.8 31.2 15.7 

Path 21 48.5 18.7 31.2 15.7 

Path 22 46.7 18.9 29.9 15.4 

Path 23 48.1 18.6 30.9 15.6 

 


