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Abstract 

Mitigating climate change requires elimination of fossil fuel related greenhouse gas 

emissions. Transitioning electricity generation to low-carbon sources and substituting 

fossil fuels with electricity in non-electric sectors is considered to be a key strategy. This 

dissertation investigates resource options to and land area impacts of decarbonizing 

electricity generation and electrifying adjacent sectors. Three studies analyze transition 

options in the western Canadian provinces of Alberta and British Columbia. 

The first study investigates technology transition pathways and land area impacts of 

reducing electricity generation related carbon emissions in fossil fuel-dominated Alberta. 

A final 70% share of wind, solar, and hydro power reduces emissions by 90% between 

2015 and 2060. This scenario requires designating 5% additional land area to electricity 

generation annually. Land is largely designated to the required space between wind 

turbines, with smaller areas attributed to ground-mounted solar and hydro power. System 

planners can reduce the land area impacts by deploying more compact geothermal, rooftop 

solar and natural gas with carbon capture and sequestration (CCS) technologies. These 

technology compositions can hold land area impacts constant in time if depleted natural 

gas and CCS infrastructure is expediently reclaimed, but total net present system costs 

increase by 11% over the 45-year period. Without reclamation, fuel extraction and carbon 

sequestration increase land area impacts at least fourfold within this time period. 

The second study investigates sedimentary basin geothermal resources in northeastern 

British Columbia. Geothermal energy is a potentially low-cost, low-carbon, dispatchable 

resource for electricity generation with a relatively small land area impact. A two-step 

method first geospatially overlays economic and geological criteria to highlight areas 

favourable to geothermal development. Next, the Volume Method applies petroleum 

exploration and production data in Monte Carlo probability simulations to estimate 

electricity generation potential at the four areas with highest favourability (Clarke Lake, 

Jedney, Horn River, and Prophet River). The total power generation potential of all four 

areas is determined to be 107 MW. Volume normalized reservoir potentials range from 1.8 
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to 4.1 MW/km³. The required geothermal brine flow rate to produce 1 MW of electric 

power ranges from 27.5 to 60.4 kg/s. 

The third study investigates electricity impacts of electrifying space heat and road 

transportation using a portfolio of renewable energy sources. The Metro Vancouver 

Regional District in British Columbia serves as a case study. The district’s 2016 fossil fuel 

demand is converted to an equivalent electricity demand at hourly resolution. The annual 

electricity demand of 30 TWh increases by 48% to 81%, depending on space heating 

efficiency. A one-year capacity expansion and dispatch model quantifies a broad range of 

feasible electricity system compositions. Results reveal that between 70 and 2203 km² of 

additional land area need to be designated to electricity generation to supply the additional 

demand. Increasing the space heating coefficient of performance from 1.08 to 3.5 halves 

land area impact and electricity system costs. The maximum potential 8.8 GW of rooftop 

solar capacity can generate up to 23% of the district’s annual electrified demand. Required 

electricity storage capacities range from 6 to 61 GWh. 
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1 Introduction 

1.1 Motivation 

The 2015 Paris Agreement committed Canada and 194 other countries to limit global 

warming to well below 2 °C, and to pursue efforts to limit warming to 1.5 °C in comparison 

to pre-industrial levels. Achieving the 2 °C or 1.5 °C target requires decreasing global GHG 

emissions to net zero by approximately 2070 or 2050, respectively (IPCC, 2019). 

In 2017, Canada emitted 716 Mt of CO2 equivalent (CO2e) GHGs  and combustion of fossil 

fuel energy sources were responsible for 74% of those emissions (Environment and 

Climate Change Canada, 2019a). Elimination of these combustion emissions over the next 

30 to 50 years will require implementation of a range of strategies across economic sectors 

including: reducing energy demand through conservation and improved efficiency; 

balancing variable supply with demand via demand side management; developing low-

carbon fuels; and expanding low-carbon electricity generation (Trottier Energy Futures 

Project, 2016). The lowest-cost solution strategy includes decarbonizing the electricity 

sector and replacing fossil fuels with low-carbon electricity in the non-electric sectors 

(Vaillancourt et al., 2017). Challenges to implementing this strategy differ across the 

country. Canada’s provinces vary significantly in economic activity, energy demand, 

energy resource potential, and existing energy infrastructure, but each province must 

reduce emissions to meet Canada’s overall commitment. 

In the coming decades, renewable energy technologies are expected to provide increasing 

amounts of low-carbon electricity (International Energy Agency, 2018). Land area 

requirements of some renewable energy sources may exceed those of fossil fuels 

(McDonald et al., 2009; Fthenakis and Kim, 2009; Trainor et al., 2016). However, 

comparing land requirements between energy technologies is sensitive to selection of 

spatial and temporal boundaries. Thus, the scholarly debate around the land area impact of 

decarbonizing electricity via renewable energy deployment is ongoing. This dissertation is 

motivated by the need to better understand resource options and the land requirements of 

rapidly reducing energy related greenhouse gas emissions in western Canada. 
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1.2 Outline 

This dissertation investigates three selected challenges to reducing fossil fuel combustion 

emissions in Canada’s western provinces, Alberta and British Columbia. These 

investigations are separate but related to the strategy of decarbonizing electricity generation 

and electrifying adjacent sectors. Each investigation stands on its own with limited overlap 

between investigations. Chapter 2 contextualises the investigations in the relevant 

literature. 

Chapter 3 investigates alternative technology pathways and associated land requirements 

that decarbonize electricity generation in Alberta. Some renewable energy technologies 

can increase land requirements in comparison to fossil fuel based electricity generation. A 

long-term generation capacity expansion and dispatch model is amended to determine cost-

optimal low-carbon technology compositions that reduce emissions by 90% between 2015 

and 2060. Land constrained scenarios determine alternative technology pathways and costs 

of impacting a smaller land area. Subsequent analyses investigate the sensitivity of these 

results to the selected spatial and temporal boundaries of technology-specific land area 

impacts. 

Chapter 4 investigates the sedimentary basin geothermal energy potential to quantify the 

contribution this dispatchable technology can make to low-carbon electricity in British 

Columbia. A spatial multi-criteria decision analysis identifies the most favourable areas for 

geothermal electricity generation in the British Columbian section of the Western Canada 

Sedimentary Basin. Next, the Volume Method applies a large set of petroleum production 

data to evaluate hydrothermal reservoir characteristics and electric power generation 

potential.  

Chapter 5 investigates demand and supply side impacts of electrification in British 

Columbia’s Metro Vancouver Regional District. First, the additional electricity demand of 

electrifying the space heat and road transportation sectors is determined from fossil fuel 

consumption observed in 2016. A detailed input-output model creates hourly electricity 

demand scenarios assuming high or low-efficiency space heating, and evening-peaking or 

constant-rate electric vehicle demand. Next, capacity expansion and dispatch optimization 
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determines feasible electricity system compositions able to supply electrified demands 

with 100% renewable energy from combinations of urban and rural sources. A broad range 

of land impact costs internalize the costs of rural land area impacts not normally borne by 

the electricity system. This approach reveals the potential share of urban energy production 

within Metro Vancouver, and the minimum feasible to maximum necessary rural land area 

required to supply the remaining share. 

Chapter 6 summarizes this dissertation’s contributions to understanding the available 

choices and impacts of reducing fossil fuel combustion emissions. Finally, 

recommendations for future work identify questions that warrant further investigation. 

1.3 Contributions by colleagues 

Much of the work described in chapters 3 to 5 has benefited from contributions by fellow 

graduate students, supervisors, and researchers. Table 1-1 applies the Contributor Role 

Taxonomy (Allen et al., 2019) to attribute contributions by the author of this dissertation 

and his colleagues for each of those chapters. 
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Table 1-1 Attribution of contributions to chapters 3 to 5 

Contributor Contributions 

Ch. 3 Impact of Land Requirements on Electricity System Decarbonisation Pathways 

Palmer-Wilson, K. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation, Writing - Original Draft, Writing - Review & Editing, Visualization 

Donald, J. Conceptualization, Methodology, Writing - Review & Editing 

Robertson, B. Conceptualization, Methodology, Resources, Data Curation, Writing - Review & 

Editing, Visualization, Supervision, Project administration, Funding acquisition 

Lyseng, B. Conceptualization, Methodology, Software, Data Curation 

Keller, V. Conceptualization, Methodology 

Fowler, M. Conceptualization, Methodology 

Wade, C. Conceptualization, Methodology 

Scholtysik, S. Conceptualization, Methodology 

Wild, P. Conceptualization, Methodology, Resources, Writing - Review & Editing, 

Supervision, Project administration, Funding acquisition 

Rowe, A. Conceptualization, Methodology, Resources, Writing - Review & Editing, 

Supervision, Project administration, Funding acquisition 

Ch. 4 Sedimentary Basin Geothermal Favourability Mapping and Power Generation Assessments 

Palmer-Wilson, K. Conceptualization, Methodology, Software, Validation, Formal analysis, 

Investigation, Data Curation, Writing - Original Draft, Writing - Review & 

Editing, Visualization, Project administration, Funding acquisition 

Banks, J. Conceptualization, Methodology, Software, Validation, Formal analysis, 

Investigation, Data Curation, Writing - Original Draft, Writing - Review & 

Editing, Visualization 

Walsh, W. Conceptualization, Methodology, Software, Validation, Formal analysis, 

Investigation, Resources, Data Curation, Writing - Review & Editing, 

Supervision, Funding acquisition 

Robertson, B. Conceptualization, Resources, Writing - Review & Editing, Supervision, Project 

administration, Funding acquisition 

Ch. 5 Renewable energy related land requirements of an electrified city: a case study of Metro 

Vancouver, Canada 

Palmer-Wilson, K. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation, Writing - Original Draft, Writing - Review & Editing, Visualization 

Niet, T. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation, Writing - Review & Editing 

Wade, C. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation 

Keller, V. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation 

Scholtysik, S. Conceptualization, Methodology, Software, Formal analysis, Investigation, Data 

Curation 

Robertson, B. Conceptualization, Methodology, Resources, Writing - Review & Editing, 

Supervision, Project administration, Funding acquisition 

Wild, P. Conceptualization, Methodology, Resources, Writing - Review & Editing, 

Supervision, Project administration, Funding acquisition 

Rowe, A. Conceptualization, Methodology, Resources, Writing - Review & Editing, 

Supervision, Project administration, Funding acquisition 
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2 Context 

2.1 Land area impacts of decarbonizing electricity generation in Alberta 

Alberta can significantly reduce GHG emissions by decarbonizing its fossil fuel dominated 

electricity supply. In 2017, the electricity sector emitted 44.3 Mt CO2e GHGs, second only 

to the 137.1 Mt CO2e emitted by the oil and gas sector (Environment and Climate Change 

Canada, 2019b). Natural gas and coal fuels generated 90% of the electricity making this 

province the highest emitter of electricity related GHGs across Canada (Canada Energy 

Regulator, 2019). Alberta’s Climate Leadership Plan will shut down all coal fired power 

plants by 2030 and procure 30% of the annual electricity demand from renewable sources 

(Alberta Government, 2018). This plan will reduce electricity related emissions by ~ 50% 

but expand the share of natural gas (Lyseng et al., 2016). Significant additional low-carbon 

generation capacity will be required to decarbonize electricity in Alberta. 

Renewable energy, fossil fuels with carbon capture and sequestration (CCS), and nuclear 

energy technologies can supply low-carbon electricity. Wind, solar and, to some extent, 

hydro power are the most abundant renewable energy sources. Their global installed 

capacity will likely continue to expand in the coming decades; global investments in each 

of these three technologies exceed investments in nuclear or CCS technologies 

(International Energy Agency, 2018). 

In some circumstances, renewable energy technologies require more land area than fossil 

fuels to provide equivalent amounts of energy (Denholm et al., 2009; Fthenakis and Kim, 

2009; Ong et al., 2013). These circumstances depend on the selected spatial and temporal 

boundaries that delineate land area impacts of specific energy technologies. Wind power 

exemplifies the challenge of selecting appropriate spatial boundaries. The footprint of wind 

turbines is relatively small and excludes any other use. The space required between the 

turbines of a wind farm is fragmented by those turbines and extends over a much larger 

land area, but this area permits other uses like agriculture or forestry. Wind farm noise and 

visual appearance affect an even larger land area. Natural gas fields exemplify another 

spatial boundary challenge associated with the fragmentation of wildlife habitat (Jordaan 
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et al., 2009). The linear features of natural gas infrastructure, like pipelines and seismic 

lines, create long edges between human and natural land areas. The effect of the edges on 

flora and fauna extend perpendicularly into the natural land area and thus impact a much 

larger area than the directly altered land. 

Selecting the appropriate temporal boundary presents another challenge. Renewable 

energy infrastructure can continuously produce electricity without requiring additional 

land area. Fossil fuels extraction must relocate when an area is depleted. Depleted land 

areas require reclamation. Without reclamation, the cumulative land impact of fossil fuel 

extraction can exceed land impact by renewable energy. Since reclamation can require 

decades to restore original ecosystems, renewables may require less land than fossil fuels 

in this perspective. 

Reducing GHG emissions by substituting fossil fuels with wind, solar and hydro power 

requires designating additional land to renewable electricity generation, although this 

substitution avoids designating land to fossil fuel extraction. Using land for any form of 

energy production changes its prior state and infringes upon other uses (Devine-Wright, 

2009; Trainor et al., 2016). Public opposition to these changes can pose a barrier to rapid, 

large-scale deployment of low-carbon energy projects (Cohen et al., 2014; Soini et al., 

2011; Sovacool, 2008). 

Possible technology pathways for decarbonising electricity generation and their land area 

implications are not yet well understood. Several studies quantify the land area required to 

implement selected low-carbon futures (Arent et al., 2014; Konadu et al., 2015; McDonald 

et al., 2009; Wu et al., 2015) However, these studies provide limited information on 

alternative decarbonization pathways, their land area impact and associated costs. 

Investigating land area impacts of alternative low-carbon technology pathways can inform 

energy policy, land-use planning, and help mitigate potential conflict over competition for 

land. 
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2.2 Decarbonizing non-electric sectors with low carbon electricity in 

British Columbia  

In British Columbia, electricity related emissions are small in comparison to Alberta. The 

existing low-carbon electricity supply can potentially support efforts to decarbonize 

adjacent sectors. In 2017, the most emissions-intensive sectors were transportation with 

23.0 Mt CO2e, oil and gas with 13.4 Mt CO2e, and buildings with 8.2 Mt CO2e 

(Environment and Climate Change Canada, 2019b). The electricity sector emitted only 0.2 

Mt CO2e because renewable sources supplied 97% of the electricity. Hydropower 

generated the largest share (90%); smaller shares were generated by forest biomass (6%) 

and wind power (1%) (National Energy Board of Canada, 2019). 

Electrifying the transportation and building sectors in British Columbia may require 

expanding low-carbon electricity sources. British Columbia has been a net electricity 

importer in 7 of the 11 years between 2005 and 2015 (Canada Energy Regulator, 2015). 

Electrifying the transportation sector would increase British Columbia’s annual electricity 

demand by ~ 25 TWh in 2055 (Keller et al., 2019a). This additional demand is equivalent 

to ~50% of the annual demand observed in 2015 (BC Hydro, 2016). Most of that additional 

demand must be supplied by renewable energy. The 2010 Clean Energy Act prohibits 

nuclear power and mandates that renewable sources generate at least 93% of the electricity 

in British Columbia. Electrifying the non-electric sectors in British Columbia warrants, 1) 

forecasting the additional electricity demand and 2) identifying additional renewable 

energy supply options. 

2.2.1 Geothermal energy potential in British Columbia  

The utility BC Hydro has identified large potential of variable renewable energy sources 

to supply additional energy in British Columbia (BC Hydro, 2013a). Unfortunately, high 

penetration of variable renewable electricity generation requires significant system 

flexibility, such as electricity storage or demand side management (Jenkins et al., 2018; 

Kondziella and Bruckner, 2016). These flexibility requirements can increase system costs. 

Dispatchable generation technologies mitigate the need for these flexibility requirements. 
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Electricity generation from geothermal energy is a potentially low-cost, low-carbon  

dispatchable resource with a relatively small land area requirement (EIA, 2013; 

Kristmannsdottir and Armannsson, 2003; Trainor et al., 2016). Globally, most geothermal 

electricity is generated from convection dominated high-enthalpy plays (Moeck, 2014). 

Exploration of geothermal energy in British Columbia has focused on these types of 

geothermal systems and their potential is relatively well understood. Comprehensive 

provincial assessments have identified the most favourable locations for geothermal 

development and subsequently refined potential capacity estimates from between 150 to 

1070 MW (BC Hydro, 2002), to 340 MW (Pletka and Finn, 2009), to the most recent 

estimate of 287 MW for convection dominated locations across British Columbia 

(Geoscience BC, 2015). This potential is relatively small in comparison to provincial 

demand. Identifying additional geothermal resources may provide further opportunity to 

mitigate flexibility requirements. 

Conduction dominated geothermal systems have received less attention in British 

Columbia because their lower enthalpy makes commercial exploitation less economical. 

These systems are commonly found in sedimentary basins. The Western Canada 

Sedimentary Basin (WCSB) spans from northeastern British Columbia through Alberta 

into Saskatchewan. Several studies indicate availability of geothermal resources in the 

British Columbian section of the WCSB. Kimball geospatially overlays several geological 

and economic criteria to identify favourable locations in the WCSB (Kimball, 2010), 

Walsh finds 34 MW of potential capacity at Clarke Lake (Walsh, 2013), and Geoscience 

BC finds 37 and 25 MW at Clarke Lake and Jedney, respectively. However, a 

comprehensive geothermal resource assessment that first identifies favourable locations 

and then estimates the electricity generation potential across the British Columbian WCSB 

section is not available. Such a comprehensive assessment could inform energy system 

planners on the availability of additional dispatchable renewable energy sources and aid 

decarbonization efforts. 
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2.2.2 Electrifying space heat and road transportation in Metro Vancouver 

The Metro Vancouver Regional District (Metro Vancouver) can contribute significant 

GHG emission reductions to British Columbia’s efforts. Metro Vancouver houses 53% of 

British Columbia’s population and has committed to reducing emissions by 80% between 

2007 and 2050 (Metro Vancouver, 2018). The City of Vancouver, the largest city in the 

district, plans to use 100% renewable energy by 2050 (City of Vancouver, 2015). This plan 

is ambitious in spite of the existing renewable electricity supply. In 2014, 69% of energy 

used for building heating and road transportation in the City of Vancouver were derived 

from fossil fuels. To achieve 100% renewable energy, the city plans to double its electricity 

consumption to eliminate natural gas and gasoline in the heating and transportation sectors 

(City of Vancouver, 2017). Use of additional renewable energy sources will be needed to 

achieve the district’s emission reduction targets and substitute fossil fuels with electricity. 

Public opposition can be a barrier to deploying new energy infrastructure in rural areas. 

The land and landscape impacts of renewable energy technologies can negatively affect 

local residents by infringing on cultural values, place attachment, and economic well-being 

(Botelho et al., 2016; Cohen et al., 2014; Devine-Wright, 2009; Jefferson, 2018; Jones and 

Pejchar, 2013; Pasqualetti, 2011; Rand and Hoen, 2017). Rural land area impacts can be 

reduced by deploying city-integrated urban renewable energy options. Urban options 

include rooftop solar, small-scale wind, biomass and waste-to-energy (Kammen and 

Sunter, 2016). However, comparison of renewable energy supply and demand per unit area 

(power density) shows that densely populated cities cannot satisfy their energy demand 

from urban renewable sources alone (Smil, 2019). Transitioning the building and 

transportation sectors to renewable energy sources will require Metro Vancouver to deploy 

some additional energy infrastructure in rural areas. 

Several studies investigate urban renewable energy options and land area requirements to 

supply urban energy demands. Bagheri et al. (2018) find that a solar-wind-biomass-battery 

system using 22 km² of land area could supply the electricity demand of the City of 

Vancouver, but this finding might be low because monthly average wind and solar profiles 

supply the hourly demand. Arcos-Vargas et al. (2019) find that a solar-battery system could 
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provide the electricity demand of Seville, Spain using 11.2 or 3.5 km² of land area, 

depending on battery capacity. Munu and Banadda (2016) find that ground-mounted solar 

using 7.6 km² of land area could supply the annual electricity demand in Kampala, Uganda. 

Saha and Eckelman (2015) find that biomass production on 26.6 km² of marginal land 

available in Boston, Massachusetts could supply 0.6% of the city’s primary energy 

demand. 

The available studies provide limited information on the potential electricity system 

compositions and related land area requirements able to supply electrified heating and 

transportation demands in Metro Vancouver. First, no study includes land required for 

electricity storage. Pumped storage is presently the lowest-cost long-term electricity 

storage technology (Schmidt et al., 2019), but its reservoirs impact a large area (Knight 

Piésold Ltd., 2010). Second, these studies quantify the land requirements of prescribed 

systems. Alternative systems that impact a smaller or larger land area may be available to 

system planners. Assessing the full range of feasible electricity system compositions, their 

land area requirements, and their costs allows system planners to make an informed choice 

on the composition of renewable energy technologies they deploy, and the land area this 

deployment will impact. 

The following chapters address the gaps identified in the literature. Chapter 3 investigates 

land area impacts associated with alternative transition pathways that decarbonize 

electricity generation in Alberta. Chapter 4 shifts focus to British Columbia and quantifies 

geothermal electricity generation potential in the Western Canada Sedimentary Basin. 

Chapter 5 quantifies the electricity demand of electrifying space heat and road 

transportation, and renewable energy related land area impacts of alternative system 

compositions able to supply the electrified demand. Chapter 6 summarizes the 

contributions and recommendations made in this dissertation. 
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3 Impact of Land Requirements on Electricity System 

Decarbonisation Pathways1 

3.1 Introduction 

Limiting global warming to <2 °C by 2100 requires drastic reduction of carbon emissions 

from electricity generation by mid-century (IPCC, 2014 Figure 7.9). Globally, wind, solar 

and hydro power are expected to provide a significant share of carbon-free electricity for 

future demand. Depending on the selected boundaries, some renewable energy flows are 

spatially less energy-dense than concentrated fossil fuel stocks (Fthenakis and Kim, 2009; 

Denholm et al., 2009; Ong et al., 2013). The amount of land surface area impacted to 

produce equivalent amounts of electricity from renewable and non-renewable sources is an 

important and, often overlooked characteristic, of future energy system pathways. Given 

that the overall area impacted by power generation varies significantly by technology mix 

(Berrill et al., 2016), an increasing land area impact (LAI) dedicated to energy production 

may pose an obstacle to emission reduction pathways. 

Land is always subject to some form of use, e.g. agriculture, recreation, tourism or 

conservation. To use land for electricity production requires changing, or at least infringing 

upon its prior use. This change has implications for both nature, as it can pose a threat to 

maintaining biodiversity, and the integrity of wildlife habitat (McDonald et al., 2009; 

Fargione et al., 2012; Jones and Pejchar, 2013) and people, by undermining the aesthetic 

and cultural value of an area (Pasqualetti, 2011; Devine-Wright, 2009). This study 

introduces and defines LAI as the physical footprint of the infrastructure (e.g. buildings, 

flooded area of a hydropower reservoir), the area between structures (e.g. area between 

wind turbines of a wind farm and spacing between the solar arrays), and the land area 

                                                 

1 An earlier version of this chapter was published in: Palmer-Wilson, K., Donald, J., Robertson, B., Lyseng, B., 
Keller, V., Fowler, M., Wade, C., Scholtysik, S., Wild, P., Rowe, A., 2019. Impact of land requirements on 
electricity system decarbonisation pathways. Energy Policy 129, 193–205. 
https://doi.org/10.1016/j.enpol.2019.01.071 
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impacted by fuel resource mining (e.g. open pit coal mines, natural gas well pads), but 

excludes area for electricity transmission.  

A number of studies suggest the extent of land area impacts contributes to public resistance 

to low carbon energy projects (Sovacool, 2008; Soini et al., 2011). This resistance can 

delay, or prevent, low-carbon energy projects and inhibit efforts to address climate change 

(Cohen et al., 2014). To overcome these barriers, energy policy and system planning must 

take land-use into consideration (Jaccard et al., 2011). 

This study investigates emission reduction pathways for the electricity supply system while 

viewing land area as a constraining resource. Pathway refers to the technological transition 

of the system. The analysis identifies pathway alternatives, and the trade-off between LAI 

and system costs. Section 3.2 contextualizes land and energy production historically, 

discusses different approaches to quantifying energy related land area requirements, and 

reviews existing energy planning literature that consider land. Section 3.3 describes the 

electricity system model and the representation of land area applied in this study. Section 

3.4 describes the case study of Alberta (Canada), its modelling parameters and scenario 

assumptions. Results in section 3.4.2 quantitatively compare the technological evolution 

of the system and its LAI under unconstrained and constrained conditions, and identifies 

the trade-offs between LAI and system costs. Section 3.5 discusses trends in energy-related 

land impact, in the context of recent historic developments, and compares the forecast 

magnitude of change to similar energy planning studies. Section 3.6 concludes with policy 

implications for plans that aim to reduce carbon emissions. 

3.2 Land use in the context of energy production 

There exists a knowledge gap in the land area impact of electricity supply system 

decarbonisation, and feasibility of technological alternatives that reduce the expansion of 

land designated for energy production. First, this section will explain the historic and future 

relevance of land and energy production. Second, the challenging task of defining relevant 

land area impacts for different types of electricity generation technologies is explored, and 

the use of footprint + spacing in this work justified. Finally, a brief review will summarize 

previous approaches to analysing LAI in energy planning studies. 
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Historically, industrializing societies shifted from using spatially dispersed fuels (e.g. 

wood and other biomass) to spatially concentrated energy dense subterranean fossil fuel 

stocks (e.g. coal and oil). This shift reduced the LAI per unit energy production and 

permitted enormous expansion of energy use (Huber and McCarthy, 2017). More recently, 

transitions to more spatially dispersed, lower energy density wind and, to some extent, solar 

energy flows reverse this trend, leading to a larger LAI to meet electricity demands 

(McDonald et al., 2009; Wu et al., 2015; Trainor et al., 2016; Berrill et al., 2016).  

Expanding transmission to connect distributed renewable electricity generation compounds 

the land area impacts effect, because renewable sources are more decentralized and 

location dependent than thermal generation (Sovacool, 2008). Electrifying the 

transportation and heating sectors will add to the land area challenge (Williams et al., 2012; 

Wei et al., 2013). In conclusion, rapid and extensive deployment of low-carbon electricity 

production may require the use of an unprecedented amount of land area in the coming 

decades (Smil, 2010; Huber and McCarthy, 2017). 

Different power plant types, and their different impact on land, make comparison of land 

area impact challenging. A consistent method to selecting spatial and temporal boundaries 

around specific energy technologies has not yet emerged in the literature, but this work 

identifies three common approaches to quantify land impacted by energy production: 

footprint, footprint + spacing, and life-cycle land requirement. The latter is subdivided into 

land occupation, a metric for land that is continuously occupied, and land transformation, 

which describes land area transformed from a reference state. 

The footprint approach includes land area covered by power plant infrastructure, such as 

buildings, roadways, flooded area of a hydroelectric reservoir or the base of a wind turbine, 

and area used for fuel extraction, e.g. coal mines or natural gas production facilities. This 

methodology has been sufficient for fossil fuels based systems, its application to future 

variable renewable energy systems can be problematic. For example, the footprint 

approach does not capture the significant amount of land infringed upon by the spacing 

between turbines of a wind farm, where minimum distances between turbines are required 

to avoid efficiency losses and mechanical fatigue. 
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The footprint + spacing approach includes land required for spacing the turbines of a 

wind farm, or spacing between panels in solar farms. Such spacing land may still be 

available for agriculture, but excludes residential or recreational use and can disturb and 

fragment wildlife habitat. Several works have applied both the footprint and the footprint 

+ spacing method to account for land, e.g. (McDonald et al., 2009; Jacobson, 2009;  Ong 

et al., 2012; Ong et al., 2013; Wu et al., 2015; Trainor et al., 2016). In the work reported 

here, the magnitude of Land Area Impact (LAI) is defined by the footprint + spacing 

approach. Electricity transmission related LAI is not included in this study. 

The life-cycle approach includes the footprint, and up- and downstream value chain land 

impacts of converting energy resources to usable forms of energy. The value chain includes 

the manufacturing, construction and decommissioning processes executed before and after 

the operational life of a power plant. These processes and their impacted land areas may 

include mineral mining land, temporary construction areas, and decommissioning sites. 

This life-cycle approach is applied by (Hertwich et al., 2014;  Berrill et al., 2016). Although 

this work includes some elements of the life-cycle approach (i.e. fuel extraction) this 

approach is not adopted consistently in this study for two reasons. First, life-cycle 

assessments typically exclude the spacing land, and in doing so may underestimate the 

effect on the aesthetic and cultural value of an area. Second, up- and downstream value 

chain impacts may occur outside of the energy system’s jurisdiction, e.g. mineral mining. 

Although fuel imports from outside the jurisdiction would also qualify for exclusion under 

this reasoning, in this study all fuels are assumed to be produced within the study region 

and are therefore included in the footprint + spacing approach to LAI. 

Two methods accounting for available land in energy planning studies exist. The first 

method post-processes land area impacts exogenously. The second method endogenously 

limits land area impacts within the model. 

The exogenous method indicates that land area impacts of decarbonized energy systems 

vary significantly by technology mix and may exceed available land area (McDonald et al., 

2009; Hertwich et al., 2014; Wu et al., 2015; Konadu et al., 2015; Berrill et al., 2016; Waite, 

2017). McDonald et al. (2009) examine four US energy and greenhouse gas policy 
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scenarios and conclude that, between 2006 and 2030, up to 290,000 km² of new land 

area may be impacted by energy developments. Hertwich et al. (2014) compare 

environmental impacts and construction material requirements of two European energy 

system scenarios, and conclude that life-cycle land occupation differs by 150% or 

~220,000km² in 2050 between these scenarios. Arent et al. (2014) quantify land-use 

implications of reducing U.S. electricity emissions by 80% and estimate the additional 

land-use to be between 44,000 to 88,000 km². Wu et al. (2015) spatially map land 

requirements of five California energy system scenarios and conclude that insufficient land 

is available outside of environmentally sensitive areas to implement its 2050 ‘high 

renewable energy’ wind capacity. Konadu et al. (2015) investigate land impact of the 

U.K.’s Carbon Plan and show that decarbonisation pathways significantly increase 

competition for land from bioenergy crop production. Berrill et al. (2016) show 44 

European electricity scenarios to vary in annual land occupation from 40,000 to 600,000 

km². Waite (2017) suggests that degraded land, e.g. contaminated or disposal sites, may 

host a large share of wind and solar installation demanded by US renewable portfolio 

standards. All the mentioned studies post process land requirements of decarbonisation 

pathways, so these studies provide limited information on feasible decarbonisation 

pathways when competition for land exists.  

The endogenous method that limits land area impacts within the model has been applied 

exclusively within the context of bioenergy crop production. Welsch et al. (2014) and 

Hermann et al. (2012) determine energy system mixes, irrigation requirements and optimal 

domestic bioenergy crop production for Mauritius and Burkina Faso, respectively. Both 

studies highlight the benefit of linking energy, land use and water, such that a disparate 

assessment can overestimate the benefits of bioenergy crops. However, land requirements 

for other energy technologies are not included in these studies, so the knowledge gap of 

feasible decarbonisation pathways where competition for land exists remains. 

3.3 Methodology  

This study investigates long-term pathways to decarbonize electric power systems while 

recognizing that land is a constrained resource, and competition for land arises from 
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expanding land use for energy production. The investigation is performed by optimizing 

power plant capacity expansion and dispatch while forcing annual system emissions to 

decline ~ 90% by 2060 (IPCC, 2014 Figure 7.9). The bottom-up, linear programming 

model OSeMOSYS (Howells et al., 2011) is amended by land area impact factors and 

optional land area constraints to: 1) quantify land area impacts associated with electricity 

production, and 2) to investigate alternate technology mixes and the cost trade-off in land-

constrained scenarios. 

The OSeMOSYS model is well suited for this analysis and has been applied in similar 

studies, e.g. on the effects of carbon taxes (Lyseng et al., 2016), electricity trade (Taliotis 

et al., 2016; English et al., 2017; Pinto de Moura et al., 2017), and emissions uncertainty 

(Niet et al., 2017).  

3.3.1 Electricity system model 

The OSeMOSYS model must meet an exogenously defined electricity and capacity 

demand within every point in time of the chosen modelling period. The model can install 

generators and dispatch them to meet the electricity demand. The capacity demand is met 

when dispatchable (i.e. non-variable) generator capacity matches annual peak electricity 

demand plus a chosen reserve margin. The optimization minimizes total net present system 

cost over the entire modelling period at an annual 6% discount rate. Costs include newly 

installed capacity (capital cost), generator dispatch (operating costs) and resulting 

greenhouse gas emissions (carbon tax). Long-term carbon emission reduction goals (i.e. 

exogenous annual carbon emission constraints) drive the model to decarbonise the 

electricity mix. 

The model can choose to install and dispatch any of thirteen conventional, low-carbon or 

renewable technologies, as shown in Figure 3-1. Conventional technologies are Coal, 

Combined Cycle Gas Turbines (CCGT), Open Cycle Gas Turbines (OCGT), Co-

Generation (COGEN), and Reciprocating Internal Combustion Engines (RICE). 

Conventional technologies emit carbon dioxide. Emissions depend on dispatched 

electricity production and the exogenously defined efficiency of converting coal and 

natural gas resources to electricity. Low-carbon technologies apply carbon capture and 



 

 

17 

sequestration (CCS) to conventional generators. Coal-CCS and CCGT-CCS reduce 

emissions by 90% and 80%, respectively. Renewable technologies include Biomass, 

Hydro, Geothermal, Wind, and rooftop or ground-mounted Solar; all of which are assumed 

to emit zero carbon dioxide. Electricity storage is explicitly not included in this model to 

avoid introducing additional uncertainty related to future costs and performance of that 

technology. 

Performance characteristics of thermal generator technologies, i.e. heat rates, remain 

constant throughout the modelling period, in line with the Annual Energy Outlook 

published by the Energy Information Administration (2017a). Improvements in wind and 

solar technologies are captured via declining capital costs based on forecasted learning 

rates (National Renewable Energy Laboratory 2017).  

The capacity demand can be met by installing any generator technology, except solar, 

because this technology does not supply electricity when demand peaks in evening hours. 

Wind contributes 15% of its capacity to the capacity demand, based on spatial diversity 

and a conservative interpretation of Voorspools and D’haeseleer (2006). Wind and solar 

are not dispatched by the model, but generate electricity based on exogenously defined 

profiles. 

The model formulation allows for the representation of different wind and solar “regions” 

and corresponding generation profiles to capture the benefits of spatial distribution. 

Electricity transmission constraints within the model jurisdiction and trade with other 

jurisdictions is disregarded. Hence, all electricity demand and generation occurs at a single, 

isolated node. 
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Figure 3-1. Representation of the electricity supply system model. Dispatching installed 

generators uses fuel resources to fulfill the electricity demand. Installing dispatchable 

generators can fulfill the capacity demand. Solar power is not dispatchable, and wind 

contributes only 15% of its installed capacity to the capacity demand. Installed capacity and 

generator dispatch are decision variables. Use of resources impacts land area dependent on 

energy production. Installation of generators impacts land area based on installed capacity. 

CCS versions of coal and natural gas fuels are modelled separately to include the additional 

land required for carbon sequestration. 

The model’s temporal representation is simplified to reduce computational complexity. 

Rather than modelling every hour for the chosen modelling period, each model year 

consists of six representative days. Each representative day consists of eight time slices 

selected by k-means clustering, as described in Supplementary Information section 3.7.2. 

Representative days are scaled to match total annual electricity demand and generation 

from renewable sources. This approach reduces complexity significantly while preserving 

variability of demand and generation. 
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3.3.2 Land area constraint implementation 

This study defines land area impact (LAI) as the amount of land area directly impacted by 

power plant infrastructure and fuel extraction. The definition includes spacing between 

infrastructures, as discussed in the paragraph on footprint + spacing in section 3.2. LAI of 

electricity transmission is not included. Power plants impact land area based on both 

installed capacity (km²/GW) and fuel resource consumption (m²/GWh).  

The total land area impact (𝐿𝐴𝐼𝑡𝑜𝑡,𝑦) in any given year is determined by: 

𝐿𝐴𝐼𝑡𝑜𝑡,𝑦 = ∑(𝐿𝐴𝐼𝐶,𝐺 × 𝐶𝐺,𝑦 + 𝐿𝐴𝐼𝐸,𝑅 × 𝐸𝐺,𝑦)

𝐺

   ∀𝐺 
(3.1) 

 

where 𝐿𝐴𝐼𝐶,𝐺 is the capacity land area impact factor of generator G, and 𝐶𝐺,𝑦 is the 

installed capacity of generator G in model year y. 𝐿𝐴𝐼𝐸,𝑅 is the energy land area impact 

factor of fuel resource R, and 𝐸𝐺,𝑦 is the electricity produced by generator G in model year 

y using fuel resource, R. 

A constraint can be placed on the total annual land area impact. This constraint simulates 

the effect of limiting the spatial expansion of land designated for electricity production. 

Maximum LAI values are exogenously defined for every model year. The total LAI in the 

first model year 𝐿𝐴𝐼𝑡𝑜𝑡,𝑦=1 determines the base value. Constraint values for subsequent 

model years 𝐿𝐴𝐼𝑚𝑎𝑥,𝑦 are a function of compounded increase of this base value such that 

𝐿𝐴𝐼𝑚𝑎𝑥,𝑦 = 𝐿𝐴𝐼𝑡𝑜𝑡,𝑦=1 × (1 + 𝑖)𝑦       𝑤𝑖𝑡ℎ 𝑦 > 1 (3.2) 

where 𝑖 is the permitted annual LAI increase. Note that  𝐿𝐴𝐼𝑚𝑎𝑥,𝑦 values are only based on 

LAI observed in the first model year, but do not account for observed LAI in subsequent 

model years. This implementation method preserves the linear formulation of the objective 

function and reduces computational complexity. 
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3.3.3 Land Area Impact factors caused by installed generators and fuel mining 

Land area is impacted by the footprint + spacing requirements of the electricity supply 

infrastructure. Table 3-1 lists capacity (LAIC,G in km²/GW) and energy LAI factors (LAIE,R 

in m²/GWh) applied to generator technologies and fuel resources. The factors can vary 

between power plants of the same technology type due to different possible configurations. 

For example, a thermal plant with a once-through cooling system may require less land 

area than evaporative cooling, or the spacing between turbines of a wind farm may vary by 

geographic setting. The range of 25th percentile, median and 75th percentile values captures 

that variability.  

Capacity LAI factors vary by two orders of magnitude between renewable generator 

technologies (except biomass) and the fossil fuel / low-carbon generators. This variation 

results from spacing requirements and the natural low energy density of renewable energy 

flows. Comparison of scenarios with exclusive application of 25th, median, or 75th 

percentile values revealed that LAI of low-carbon, biomass power plants and fuel resources 

is negligible in comparison to LAI of the remaining renewable generators. Hence, this 

study does not apply 25th, median or 75th percentile values consistently across technologies, 

but selects 75th percentile LAI factors for conventional, low-carbon, biomass power plants 

and fuel resources. This approach leads to a comparison of renewables to a ‘worst case’ 

fossil fuel land impact, where LAI of renewables still vastly exceeds that of fossil fuels. 

Underlined LAI factors are used to generate the results shown in section 3.4.2. Values not 

underlined do not inform those results, but are listed to provide a sense of the variation 

magnitude. LAI factors are chosen based on an exhaustive study of relevant literature 

(Robeck et al., 1980; Pimentel et al., 1994; Gagnon et al., 2002; Idaho National Laboratory, 

2006; Denholm et al., 2009; McDonald et al., 2009; Fthenakis and Kim, 2009; Ong et al., 

2012; Ong et al., 2013; Trainor et al., 2016; Cheng and Hammond, 2017;  Jordaan et al., 

2017; International Renewable Energy Agency, 2017). Literature is deemed relevant when 

LAI factors are quantified using a footprint + spacing method. LAI factors are selected 

from those studies using two qualitative criteria. First, the method to producing the LAI 



 

 

21 

factors must be well documented and reproducible. Second, the infrastructure 

components included in the LAI factors must be comparable between technologies. 

Capacity LAI factors of renewable generators are based on Trainor et al. (2016), who 

surveyed literature to compile a comprehensive dataset of technology specific LAI factors. 

The source data includes 32 solar farms with a rated capacity greater than 20 MW and 161 

wind farms (Ong et al., 2013), 70 geothermal plants (Ong et al., 2012) and 47 hydropower 

reservoirs (United States Geological Survey, 2014). Energy and capacity LAI factors of 

coal are based on Fthenakis and Kim (2009) and Robeck et al. (1980), who compile data 

from several studies by the United States Department of Energy, and coal mine permitting 

and reclamation data. These energy LAI factors of coal are based exclusively on surface 

mining averages of several U.S. states. The coal seam thickness significantly varies the 

impacted land area per coal energy mined. Natural gas energy and capacity LAI is based 

on Jordaan et al. (2017), who interpret satellite images of the Barnett shale infrastructure 

in Texas, United States. Note that spacing between natural gas infrastructure and the 

relatively large area impacted by edge effects (Jordaan et al., 2009) are excluded from LAI 

in this study. Capacity LAI of carbon capture and sequestration assumes a 25% reduction 

in net capacity, due to parasitic load of carbon dioxide removal (Rochelle, 2009). Energy 

LAI of carbon capture and sequestration is added to the LAI of fuel production. CCS energy 

LAI factors assume subterranean reinjection of gaseous carbon dioxide and therefore an 

infrastructure with LAI equivalent to that of natural gas production. For all technologies, 

the temporary land area impact during construction, and land impacts from mineral mining 

and decommissioning of power plants, is excluded. 
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Table 3-1. The selected LAI factors applied to generator technologies and fuel resources 

are underlined. 25th percentile, median and 75th percentile values capture the variability of 

land area impacts between power plants of the same technology type. Supplementary 

Information section 3.7.1 contains a full description of infrastructure components included 

in LAI factors of each technology. 

Generator 

Technology Capacity LAIC,G (km²/GW) Source 

 Percentile 25th Median 75th  

Wind 202.3 368.3 465.4 (Trainor et al., 2016) 

Ground Solar 28.2 34.4 38.9 (Trainor et al., 2016) 

Rooftop Solar 0 0 0 No additional land needed 

Hydro 23.9 84.6 321.9 (Trainor et al., 2016) 

Geothermal 16.2 38.8 82.9 (Trainor et al., 2016) 

Biomass 1.3 2.0 4 Coal (no sources) 

Coal 1.3 2.0 4.0 (Robeck et al., 1980) 

Coal-CCS 1.7 2.5 5.0 (Rochelle, 2009) 

RICE 0.2 0.3 1.8 CCGT (no sources) 

CCGT 0.2 0.3 1.8 (Jordaan et al., 2017) 

CCGT-CCS 0.3 0.4 2.2 (Rochelle, 2009) 

SCGT 0.2 0.3 1.8 CCGT (no sources) 

CoGen 0.2 0.3 1.8 CCGT (no sources) 

     

Fuel Resource Energy LAIE,R (m²/GWh)  

Percentile 25th Median 75th  

Coal 63.9 124.2 270.3 (Fthenakis and Kim, 2009) 

Coal-CCS 128.7 268.3 536.8 Coal + N. Gas infrastruct. 

Natural Gas 64.8 144 266.4 (Jordaan et al., 2017) 

Natural Gas-CCS 129.6 288 532.8 double N. Gas infrastruct. 

Mill Waste 0 0 0 waste stream 

 

3.4 Case Study: Alberta electricity system 

The fossil-fuel dominated Canadian province of Alberta lends itself to an investigation of 

the effects of decarbonising an electricity system. In 2017, 87% of electricity production 

was fossil fuel based. The province is planning an extensive energy transition in the coming 

years. Key policy instruments driving the plan are an increase in carbon taxes to 50 $/tCO2 

by 2022, mandated decommissioning of all coal-fired power plants by 2030 (Alberta 

Government, 2018), and an increasing penetration of renewables. 
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To investigate the electricity system transition, this study models future scenarios for the 

period from 2016 to 2060. The investigation builds upon the OSeMOSYS model used by 

Lyseng et al. (2016). Updates include the 2015 capacity of the power plant fleet, technology 

and fuel costs of natural gas and coal (Energy Information Administration, 2017b), 

resource limits and capacity factors of  wind, hydro, biomass, and geothermal. Additions 

include land area impacts and constraints, and a carbon cap that limits annual system 

emissions. Aforementioned policy instruments are reflected within the model formulation. 

The existing 2015 capacities, future maximum capacity and fuel resource limits are 

described in Table 3-2. Existing capacities decline in accordance with an exogenously 

determined retirement schedule. This schedule is based on power plant specific 

commissioning years and expected lifetimes. Maximum capacities for each technology 

vary throughout the modelling period, and reflect the unique policy or resource availability 

in Alberta (e.g. coal, biomass, CoGen, geothermal), and development lead times (e.g. 

hydro). The maximum annual capacity expansion per technology is limited to 5% of the 

annual average load to reflect the economy’s ability to gradually, rather than 

instantaneously, deploy large quantities of generation capacity.  

Generator technologies have associated capital, fixed and variable costs available from the 

U.S. Energy Information Administration Energy Information Administration (2017a). 

Generator specific emissions intensities result in additional operational costs to cover 

carbon taxes. 
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Table 3-2. Existing generator capacities in 2015, and justification of capacity limits 

provided to the power system model. Data is publicly available from the Alberta Electric 

System Operator (2018). Details regarding lifetimes and expected decommissioning are 

available in Lyseng et al. (2016). 

Technology 2015 Capacity (MW) Notes on Capacity Limits 

Wind 1463 - 

Hydro 894 2.3 GW max in 2034, stepped to 3.3 GW in 2050 

Biomass 404 Fuel limit based on forestry industry 

Coal 6290 Capacity declines with expected/mandated retirements 

CCGT 1716 - 

SCGT 996 - 

CoGen 4502 CoGen capacity is limited by the heat demanded by bitumen 

extraction and processing 

Geothermal None Geothermal capacity is limited to medium temperature (80 – 150 

°C) resource estimates of 1.1 GW (Banks and Harris, 2018) 

 

Four separate ‘wind regions’ are defined to reflect the spatial variability of wind power 

generation within Alberta. Wind regions are delineated by comparing historic correlations 

of wind farm power output, and to reflect different geographic terrains (Alberta Electric 

System Operator, 2007). Generation profiles, capacity factors and the implied levelized 

cost of wind energy differ between regions. Generation profiles are based on historical data 

of four selected wind farms with capacity factors between 33 and 35%. Solar power 

generation is based on a single region, because hourly solar power output varies little with 

spatial diversity in Alberta. Solar power generation profiles are temporally identical, but 

scaled to a capacity factor of 29 and 18% for ground based (single-axis tracking) and 

rooftop (fixed tilt) solar generators, respectively. Wind capital costs decline by 15% and 

20% by 2030 and 2050, in comparison to 2015 values; rooftop and ground-mounted solar 

capital costs decline 2.5% annually (National Renewable Energy Laboratory, 2017). 

The annual electricity demand is based on values forecasted by the Alberta Electric System 

Operator (2017) until 2037, and an annual 1% demand growth thereafter. The capacity 

demand requires an 18% reserve margin above annual peak load, in line with historical 

requirements.  

3.4.1 Scenarios 

The study investigates impacted land area associated with different decarbonisation 

pathways; a pathway represents a temporally coherent evolution of technologies. First, the 
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reference scenario determines the cost optimal pathway when LAI is unconstrained. 

Then, six LAI-constrained scenarios limit the annual compounded LAI increase (𝑖 in eq. 

3.2) to 5%, 4%, 3%, 2%, 1% and 0%. LAI constraints are exogenously defined as discrete 

annual values, where the LAI value of the first model year is equal to that of the reference 

scenario. 

All scenarios apply an exogenously defined carbon cap to equally reduce carbon dioxide 

emissions by ~90%. The cap limits annual emissions to 50 Mt CO2 between 2015 and 2020, 

with subsequent linear decline to 5 Mt CO2 by 2060. This carbon cap approximates the 

trend of global projected electricity generation emissions in the IPCC’s RCP 4.5 climate 

stabilization scenario (IPCC, 2014 Figure 7.9). In Alberta, observed emissions in 2015 to 

2017 were slightly below 50 Mt. The non-constraining value of 50 Mt is chosen to represent 

current conditions where carbon emissions are effectively unconstrained, but future 

emissions must decrease to meet climate change mitigation goals.  

3.4.2 Results 

The following sections explore changes in the electricity supply system and associated land 

area impacts. First, the reference scenario establishes the baseline decarbonisation pathway 

where no LAI constraining policies exist. Then, LAI constrained scenarios are described 

in terms of installed capacities and energy sources, and how these metrics deviate from the 

reference scenario. A snapshot of the energy system in 2060 highlights the different 

scenario outcomes and compares total system costs. The annual variation of carbon 

emissions are compared between all scenarios. Finally, a sensitivity analysis investigates 

observed changes when applying 1) alternative methods to quantifying LAI factors and 2) 

to accounting for energy LAI cumulatively. 

3.4.2.1 Land area impacts of the land-unconstrained reference scenario 

The reference scenario establishes the least-cost technological pathway of decarbonizing 

the electricity supply system when no constraint on LAI exists. Figure 3-2 shows the 

evolution of LAI, driven by technology-specific installed capacities and associated 

electricity production, from 2015 to 2060. Figure (A) shows total capacity and energy LAI 

where the top of the stacked area is the total land area impact. Figure (B) shows installed 
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capacities of each generator, while (C) shows electricity production by generator. These 

figures reveal three important findings. 

First, the characteristics of the electricity supply system can be divided into three ‘eras’; a 

coal era, a gas era and a cap era. Each era is characterized by common technology trends 

and driving forces. During the coal era, Alberta policy retires coal fired electricity along 

the exogenous decommissioning schedule from 44% in 2015 until extinction in 2031. The 

gas era lasts until ~2044 where the majority of electricity is produced by the least-cost 

natural gas generators, CCGT and CoGen. The cap era is preceded by CCGT capacity and 

energy production declines, due to the need for early installation of ground-mounted solar 

to meet the future clean energy demands. This early installation is caused by the exogenous 

constraint that limits annual capacity expansion of any technology to 5% of mean electric 

load. Solar capacity expansion is limited by this constraint in almost all years of the gas 

era. Additional, but significantly smaller, expansion of wind and hydro power are caused 

by declining wind installation costs and relaxing the exogenous constraint on hydro 

capacity. During the cap era, the carbon cap starts limiting carbon emissions drastically 

(see section 3.4.2.4) and forces rapid expansion of renewable and low-carbon generators. 

Wind and ground-mounted solar capacity reach their exogenous expansion limits and their 

variable output cannot provide electricity in all time slices, so additional expansion of 

CCGT-CCS supplements the need for low-carbon electricity. OCGT is required to meet 

the capacity demand (peak load plus reserve margin as earlier defined), but does not 

contribute significant electricity production due to its low efficiency and higher operational 

costs.  

Second, land area impacts increase almost tenfold, from 700 to 6750 km² between 2015 

and 2060. This spatial expansion is driven by capacity expansion of wind, and to a lesser 

degree by solar and hydro. Wind is the main driver of LAI increases. Wind LAI factors are 

tenfold the solar LAI factors which are approximately tenfold the LAI factor of all other 

generators (except hydro).  In the coal era, the impacted land area remains almost 

unchanged, because CCGT expansion of comparable spatial density substitutes coal fired 

electricity and satisfies the demand increase. LAI increases by ~ 60% within the gas era, 
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with approximately equal contributions by ground-mounted solar, hydro and wind 

expansion. The expansion of hydro and its associated LAI increase is exogenously limited 

due to Alberta’s geography and its lack of development opportunities. In the cap era, forced 

emission reductions cause rapid expansion of renewable and low-carbon generators, and 

decrease the share of natural gas fired electricity. First, lower efficiency CCGT and later 

higher efficiency CoGen electricity is replaced by continued expansion of solar, 

increasingly rapid expansion of wind and, starting mid-cap era, rapid expansion of CCGT-

CCS. Wind capacity expansion causes the majority of that LAI increase, despite ground-

mounted solar expansion being significantly larger in the gas era. Ground-mounted solar 

causes smaller but significant shares of total LAI. The vast difference in observed LAI as 

opposed to installed capacities is an effect of the large variability of LAI factors between 

generators. 

 

Figure 3-2. Reference scenario decarbonisation pathway from 2015 to 2060. Land area 

impacts (A) are dependent on installed capacity of individual generators (B) and the fuel 

consumed for electricity production (C). All capacity and energy based LAI are displayed 

on the charts, but capacity based LAI of low-carbon and fossil fuel generators and energy 

based LAI of fuels are so small that they do not appear visible. Note that energy LAI is 

accounted for only in the year where the energy is produced. This representation assumes 

immediate reclamation of land depleted by fossil fuel extraction. The top of the stacked 

energy production chart represents the electricity demand. 

3.4.2.2 Decarbonisation technology changes with limited Land Area Impacts 

LAI-constrained scenarios investigate electricity supply system pathways that are 

necessary to meet LAI and decarbonisation constraints. Figure 3-3 shows the pathways 

where LAI constraints become increasingly restrictive from left to right. Each vertical 
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column in Figure 3-3 are LAI, installed capacity, and electricity production respectively. 

The comparison of LAI-constrained and unconstrained scenarios reveals three major 

trends. 

First, all scenarios differ significantly from the reference scenario in the cap era, with 

smaller differences in the gas era. No significant differences occur during the coal era. The 

LAI constraints becomes binding at different times of the modelling period. LAI 

constraints take effect in the cap era in every scenario, because the carbon cap forces rapid 

expansion of renewables. In the 1% and 0% scenarios, the LAI constraint takes effect 

within some periods of the coal era, because rising electricity demand requires overall 

capacity expansion. The gas era remains unaffected by LAI constraints in all scenarios. In 

the 0% scenario, LAI decreases in the gas era, because the rate limit on rooftop solar 

expansion requires substituting wind power with zero-LAI rooftop solar relatively early in 

the model period.  

Second, stricter LAI constraints lead to earlier expansion of spatially denser technologies. 

First, wind is replaced with ground-mounted solar, then ground-mounted solar is replaced 

with rooftop solar. This change is driven by the tenfold difference in LAI between wind 

and ground-mounted solar, and the absence of rooftop solar LAI. Expansion of base load 

CCGT-CCS mitigates the variable output and the exogenous expansion-limit of solar. 

Stricter LAI and carbon emission constraints make small shares of higher cost renewables 

(e.g. geothermal) cost-competitive. 

Third, stricter LAI constraints decrease the share of renewable energy (RE) and increase 

low-carbon energy. The total wind and solar electricity production decreases with stricter 

LAI constraints. This reduced RE share results from the difference in capacity factors 

between these technologies. Equivalent capacity of rooftop solar produces less energy than 

ground-mounted solar, which produces less energy than wind. To substitute the decline in 

electricity production, stricter LAI constraints increase CCGT-CCS capacities and begin 

deployment in an earlier model year. For example, in the 0% scenario CCGT-CCS 

expansion begins 9 years before expansion begins in the reference scenario. In 2060, 

CCGT-CCS produces ~21% of total electricity in the reference scenario, but ~55% of total 
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electricity in the 0% scenario. A small share of rooftop solar power substitutes ground-

mounted solar power in the 1% scenario. In the 0% scenario, rooftop solar power 

substitutes a larger ~70% share of ground-mounted solar power starting at the earlier mid-

gas era. These substitution effects result from the higher rooftop solar cost traded off 

against the LAI of ground-mounted solar technology. Less strict LAI constrained scenarios 

(i.e. > 1%) feature no rooftop solar power. 

 

Figure 3-3. Charts within each column show decarbonisation pathways of the 5%, 3%, 1% 

and 0% LAI constrained scenarios. LAI increase is least constrained in the left column (5% 

annual increase) and most constrained in the right column (0% annual increase). Rows 

show observed LAI and LAI constraints (top row), installed capacities (center row) and 

electricity production by source (bottom row) between 2015 and 2060 within each scenario. 
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3.4.2.3 Comparison of final-year electricity supply systems and costs 

This section compares the electricity supply systems in 2060 to highlight the different 

technologies deployed and the resulting total system costs. Figure 3-4 highlights the 

installed capacities and electricity mix trends as LAI constraints become stricter. Figure 

(A) shows stacked installed capacity by technology in 2060. The solid black line shows the 

total undiscounted system costs (capital plus operation and maintenance plus emissions 

costs minus salvage value) from 2015 to 2060. Figure (B) shows stacked electricity 

generation by technology in 2060. In (A) and (B), the left side depicts the reference 

scenario. LAI constraints become increasingly strict towards the right sides. This figure 

highlight three findings. 

First, stricter LAI drives the need for spatially dense CCS. LAI constraints reduce the share 

of wind and increase the share of solar, especially rooftop solar. Even higher-cost 

geothermal energy becomes cost-competitive. LAI constraints first decrease, then increase 

the total installed capacity from 55 GW to 43 GW to 49 GW in the unconstrained, 2% and 

0% scenarios, respectively. The decrease results from substituting lower capacity factor 

wind power with higher capacity factor CCGT-CCS. The increase results from substituting 

higher capacity ground-mounted solar with lower capacity factor rooftop solar. Note that 

rooftop solar capacity reaches 17.9 MW, which would be equivalent to installing 19 kW 

on every detached home in Alberta today; an unrealistically high value but illustrative 

reality check. 

Second, total undiscounted system costs increase with stricter LAI constraints. The cost 

curve delineates the trade-off between greater LAI versus greater system costs. The 

increase results from deploying higher cost technologies to meet the LAI constraints. This 

trade-off is most notable between the 1% and 0% scenario, where a large fraction of the 

cost increase attributes to the higher cost and lower capacity factor of rooftop solar, which 

substitutes high LAI ground-mounted solar. 
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Third, stricter LAI constraints may lead to stranded assets, because the carbon cap forces 

a rapid change in technologies, leading to shorter lifetimes. This effect can be observed 

where CoGen and CCGT capacities remain approximately constant across all scenarios, 

but CCGT electricity production is nil and CoGen electricity declines with stricter LAI. 

CoGen is replaced with CCGT-CCS electricity due to the carbon constraint and the need 

to supplement the lower capacity factor of solar. Thus, the carbon cap and increasing LAI 

forces dispatch of the more carbon-efficient CCGT-CCS capacities. 

 

Figure 3-4. Comparison of the resulting 2060 electricity supply system between the 

unconstrained reference and LAI constrained scenarios. (A) shows installed capacity and 

total undiscounted system costs. (B) shows electricity production by source. 

3.4.2.4 Pathway emissions 

This section compares observed emissions between scenarios to analyze whether annual 

emissions differ between LAI-constrained and the reference scenario. Observed annual 

carbon emissions and the exogenous carbon cap are shown in Figure 3-5. This chart reveals 

that annual emissions follow similar decreasing trends, with little variation between 

scenarios. 

Overall, the carbon cap forces all scenarios to reduce carbon emission by ~90% between 

2015 and 2060. Emissions peak at ~48 Mt in 2018 and then rapidly decline to ~26 Mt at 

the end of the coal era. CCGTs replace decommissioned coal plant capacity and increase 

their capacity factor to meet the growing electricity demand. The lower emission factor of 

CCGTs (335 kg-CO2/kWhe) over coal plants (1100 kg-CO2/kWhe) drives emission 

reductions within the coal era. 
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In the gas era, emissions decline to ~22 Mt at a slower, steadier rate. The decline in 

CCGT energy production is exclusively responsible for the decline of emissions within the 

gas era. These emission reductions occur at a slower pace than the decline of the carbon 

cap, so that emissions become carbon constrained at the end of the gas era in all but the 0% 

scenario. The cap limits the 0% scenario as late as 2051 because the technology expansion 

constraint requires early expansion of CCGT-CCS to meet carbon and LAI constraints. 

 

Figure 3-5. Observed carbon emissions and carbon cap between 2015 and 2060 in all LAI 

constrained and the unconstrained reference scenario.  

3.4.3 Land Area Impact factor and accounting method sensitivity 

3.4.3.1 Footprint + spacing and footprint-only LAI factors 

This section repeats the analysis of previous sections, but applies LAI factors that account 

only for the footprint, instead of footprint + spacing. The purpose of this alternate analysis 

is to recognize the fact that land area impacts of different technologies manifest differently. 

For example, the space between wind turbines of a wind farm excludes residential uses and 

infringes upon ecology (e.g. bird migration or bat feeding grounds), but forestry or 

agriculture may still be possible here.  

In this scenario, wind LAI now comprises only the surface area covered by the turbine base 

(3.8 km²/GW), while geothermal comprises only the well pad and the power plant (7.4 

km²/GW). Prior to detailing the results presented in Figure 3-6, it is important to note that 
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LAI in the first model year of this scenario is ~200 km², significantly smaller than the 

same value in the footprint + spacing scenarios presented in all prior sections. 

Figure 3-6 shows technology specific LAI in the reference, and the 5%, 3% and 1% LAI 

constrained scenarios. The bottom row shows the 2060 undiscounted total system costs and 

installed capacity (A) and electricity production (B). In comparison the footprint + spacing 

analysis this figure reveals differences in deployed technologies, but the overall pathway 

trends are similar.  

In terms of technologies, solar and hydro dominate in the footprint-only LAI, while wind 

is negligible. Therefore, stricter LAI constraints reduce the share of wind and hydro 

electricity production, as opposed to reducing the share of wind in the footprint + spacing 

analysis. This difference is caused by the change in merit order, where solar and hydro LAI 

now exceed wind LAI. In terms of similar trends, LAI increases significantly between 2015 

and 2060 in the reference scenario, albeit that increase is fivefold in the footprint analysis 

as opposed to tenfold in the footprint + spacing analysis. Costs increase by ~ 8% between 

the reference and the 0% scenario, and renewable energy is replaced with a higher share of 

low-carbon electricity. 
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Figure 3-6. Observed LAI (top row), total undiscounted system costs and installed 

capacities in 2060 (A) and electricity production by source in 2060 (B) when computing 

results using footprint-only LAI factors. 

3.4.3.2 Instantaneous and permanent energy LAI 

This section reiterates results from scenarios described in section 3.4.1, but quantifies 

energy LAI cumulatively over the entire modelling period. This cumulative approach 

reflects that energy LAI may be permanent on a human timescale. Energy LAI results from 

mining fuel for fossil fuel generators and from sequestering carbon dioxide captured by 

CCS generators. Land may remain impacted long after its extracted fuel resource has been 

consumed or the carbon sequestered. All previous sections of this paper showed energy 

LAI exclusively within the year that the energy production occurs, which implies the land 

is available for use in the next year. 

Figure 3-7 shows stacked capacity and energy LAI of the 5% and the 0% LAI-constrained 

scenarios where energy LAI is permanent. This figure reveals that assumed permanence 
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drastically changes the significance of energy LAI. In the previous scenarios energy LAI 

was negligible. In contrast, permanent energy LAI from natural gas generators exceeds all 

other LAI in the 0%, and is significant even in the 5% scenario. Nevertheless, the total 

observed LAI from renewable sources in the 5% scenario exceeds the LAI from fossil fuels 

in the 0% scenario. Note that permanent energy LAI exceeds the constraint, because results 

presented here are the same results presented in previous sections with the additional step 

of cumulating energy LAI over the modelling period. 

 

Figure 3-7. Land area impacts of 5% and 0% LAI increase scenarios are shown in the left 

and right column, respectively. These results differ from Figure 3-2 and Figure 3-3 by their 

representation of energy LAI. Here, energy LAI is cumulatively quantified throughout the 

modelling period, whereas all previous results show energy LAI only within the year where 

the respective electricity is generated. 

3.5 Discussion  

This study investigates associated land area impacts (LAI) of decarbonisation an electricity 

supply system. First, a reference scenario establishes the technological pathway under land-

unconstrained conditions. Then, higher-cost alternate pathways with smaller land area 

impacts but similar carbon emissions are identified. Finally, the sensitivity analyses vary 

the selected spatial and temporal boundaries that define energy technology-specific land 

area impacts. 

In comparison to current systems, a significantly larger land area will be impacted by a 

decarbonizing electricity generation using a large share of wind and solar. The reference 
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scenario shows a tenfold increase in LAI by 2060, or ~0.92% of Alberta’s total land area 

in 2060. These results are in line with Jacobson and Delucchi (2011), who suggest that all 

of earth’s 2030 energy requirements using mostly solar and wind power would impact 

1.9% of global land area. Although transmission related land area impacts have been 

excluded in this study, it is important to note the increased transmission requirement that 

results from geographically dispersed wind and solar generation will undoubtedly greatly 

increase the amount of land utilized for the greater energy system. Residents perceive 

transmission infrastructure negatively (Soini et al., 2011), and transmission expansion has 

been shown to decrease residential property values (Sims and Dent, 2005). While 

technically possible, utilizing vast swathes of land area may therefore increase the public 

resistance to the low-carbon energy transition (Breukers and Wolsink, 2007).  

For a global perspective, Germany’s recent power system transformation confirms the 

massive expansion of land impacted by renewable energy expansion. Between 2002 and 

2017, installed capacities of on-shore wind increased from 12 to 51 GW and ground-

mounted solar increased from 0.01 to 11 GW, but electricity demand has remained 

relatively flat. The electricity supply system’s LAI in Germany has increased from 1.5% 

(5255 km²) to 5.6% (19976 km²) of Germany’s land area (when applying the same capacity 

and energy based LAI factors used in this study). That represents a compounded annual 

LAI increase of 9.3%, higher than any scenario modeled in this study. Note that this 

simplified analysis has several limitation. First, European LAI factors may differ from the 

North American LAI factors applied here. Second, Germany’s electricity transition has 

been accompanied by a shift from imported coal to domestic surface mined coal, a decline 

in nuclear power and increased use of imported natural gas, so the complexity of the 

transition is not reflected in this simplified analysis. Third, this analysis does not account 

for the vast LAI caused by historical coal mining. Nevertheless, the trend of increased LAI 

in Germany is significant, because in spite of the rapid expansion of LAI, a renewable 

energy transition has been achieved in Germany so far. Factors that may have positively 

influenced public acceptance are development of smaller wind farms with fewer turbines, 

close involvement of communities, and opportunities for local residents to invest or receive 

community benefits from these projects. Policy makers may need to implement similarly 



 

 

37 

positive factors to make the expansion of LAI publicly acceptable and enable the energy 

transition.  

Alternatively, the LAI can be reduced at a higher total system cost. The substitution of 

higher cost technologies increases undiscounted total system costs from $213 to $238 

billion dollars, or 10.5%. That equates to a cost of 4.1 M$/km² of land area not impacted 

by energy production. The magnitude of this trade-off highlights the need to recognize land 

area impacts as a differentiating factor between decarbonisation alternatives. Energy policy 

should consider the trade-off between impacting a lesser land area and imposing a higher 

cost to consumers, because “Some residents may be willing to pay to minimize the 

perceived negative visual impacts of proposed wind facilities” (Rand and Hoen, 2017). 

Note that costs are uncertain, because scenarios with reduced LAI assume availability of 

CCS. That technology is not yet mature, and the cost of identifying safe carbon sinks is not 

included in this study. Other spatially dense technologies, e.g. nuclear power, may mitigate 

technological and cost uncertainty.  However, public opposition remains strong, especially 

in the context of long-term nuclear waste storage. 

The carbon cap chosen in this study approximates global electricity system emissions in 

line with the IPCC’s RCP 4.5 climate stabilization scenario. In this scenario the 

atmospheric CO2 equivalent concentrations reach 530 – 580 ppm (IPCC, 2014 Figure 7.9), 

which lead to a projected median global air temperature in 2100 of 2.0 – 2.3 °C above 

preindustrial levels (IPCC, 2014 Table SPM.1). That warming exceeds the <2°C warming 

goal of the Paris Agreement (European Commission, n.d.). Lower (i.e. zero) CO2 emission 

goals might be desirable, but the electricity system model and technologies used in this 

study make lower emissions pathways infeasible. This infeasibility results from the 

selected technological options’ inability to meet demand in all time slices; primarily caused 

by the heavy reliance on variable wind and solar power. Grid scale storage technologies 

may alleviate the infeasibility. Due to this study’s focus on land area impacts of electricity 

generation, however, the additional uncertainty from modelling the characteristics of 

immature grid-scale storage technology has been excluded. This is an area warranting 

further study. 
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The demonstrated method of implementing land area requirements within a long-term 

energy system planning model is an improvement over previous approaches. Earlier work 

either post-processed land requirements after the energy planning process (McDonald et 

al., 2009; Hertwich et al., 2014; Wu et al., 2015; Konadu et al., 2015; Berrill et al., 2016; 

Waite, 2017), or limited the endogenous assessment of land requirements to bioenergy crop 

production (Hermann et al. 2012; Welsch et al. 2014). Nevertheless, the method used for 

accounting for land impacts has three caveats. First, energy LAI is accounted for only in 

the year in which a fuel resource is used, which implies immediate reclamation of the 

mining site. The sensitivity study in section 3.4.3.2 shows that accounting for energy LAI 

cumulatively, which implies no reclamation, significantly increases the total LAI of fuels, 

especially natural gas. In that sensitivity scenario, technological priorities change from 

solar to wind and the natural gas with CCS-dominated electricity system increases LAI 

fourfold over the 45-year modelling period. Extending the modelling period would lead the 

natural gas with CCS-dominated system to exceed land area impacts of a renewable-

dominated system. Second, the definition of land area impacts used in this study is punitive 

to wind power, because wind farms require vast spaces between turbines. Including spacing 

between turbines increases wind LAI factors by 2 orders of magnitude. This perspective is 

debatable, because spacing may infringe on some land-uses (e.g. housing, recreation) but 

permits others (e.g. agriculture). Third, the energy LAI specific to natural gas does not 

account for the associated fragmentation of wildlife habitat and vast edge effects caused 

by the linear characteristics of natural gas infrastructure (Jordaan et al., 2009). Comparison 

of these edge effects between energy technologies warrants further study. Equating 

footprint and spacing for all technologies is a notable limitation of this study, because it 

fails to differentiate between the different types of land impact. The flooded reservoir of a 

hydroelectric dam may create new recreation space, where an open pit coal mine excludes 

any other use for humans and wildlife alike. 

This study’s definition of LAI differs from land occupation typically applied by life-cycle 

studies. Mineral mining, temporary construction, disposal impacts and secondary effects 

like wildlife habitat fragmentation and degradation are excluded in LAI factors. In contrast, 

LAI factors include land area required for spacing wind turbines and solar arrays. Spacing 
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land area is typically excluded in life-cycle studies. Nevertheless, Berrill et al. (2016) 

find life-cycle land occupation to vary by a factor of 4.7 between renewable and natural 

gas based European electricity system scenarios – a difference of similar magnitude found 

in the work presented here. 

3.6 Conclusion and Policy Implications 

Limiting global warming to <2 °C by 2100 requires drastic reduction of carbon emissions 

from electricity generation by mid-century (IPCC, 2014 Figure 7.9). Globally, wind and 

solar power are expected to provide a significant share of carbon-free electricity for future 

demand. Designating sufficient land area to harnessing these dispersed renewable energy 

flows may present a barrier to the public acceptance of this transition. 

This study amends a capacity expansion and dispatch model to enable investigating trade-

offs between decarbonisation pathways and land area impacts under carbon emission 

constrained futures. A case study of the Canadian province of Alberta provides a reference 

to global decarbonisation efforts. With an 87% fossil fuel share in 2015, their electricity 

generation will undergo a significant transition in the coming decades. As outlined in the 

government’s Climate Leadership Plan (Alberta Government, 2018), the electricity sector 

will include carbon taxes of 50 $/tCO2 by 2022, and all coal-fired power plants must be 

decommissioned by 2030. 

Three main conclusions can be drawn from the results of this study. First, decarbonising a 

fossil fuel based power system via wind and solar energy can lead to a tenfold expansion 

of the land area impacted by electricity generation within the next 45 years. This expansion 

occurs because wind and solar impact a land area up to two orders of magnitude larger than 

fossil fuel generators. Thus, implementing wind and solar based emission reductions 

requires designating land for energy production at a compounded annual average rate of 

increase of ~5%. This estimate represents a lower bound, because dispersed wind and solar 

farms will require more transmission infrastructure than centralized thermal generators 

(Sovacool, 2008), and transmission related land area impacts have been excluded in this 

study. However, the tenfold expansion is highly sensitive to the selected boundaries that 

define energy technology-specific land area impacts. Determining definitions across 
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different technologies that equitably represent their dissimilar impacts warrants further 

study. Second, this type of electricity supply system still requires substantial dispatchable 

capacity (if no grid-scale storage is available). In the land-unconstrained reference 

scenario, wind and solar provide ~60% of electricity. Nevertheless, 23% of electricity must 

come from fossil fuel generators with CCS, or similar low-carbon technologies, and 17% 

from dispatchable renewables. Third, an alternate electricity supply system that achieves 

similar carbon emission reductions but impacts a smaller land area is feasible, but comes 

at higher costs. A decarbonized system with present-day land area impacts will cost ~11% 

more than the least-cost wind and ground-mounted solar pathway. This low LAI system 

relies on low-carbon (CCS or similar) technologies for 50% of the electricity demand, 

includes no wind energy, produces ~35% of electricity from mostly rooftop solar, and fully 

utilizes the higher-cost resource potential of geothermal and biomass. 

Rapidly expanding land use for energy production may increase competition for land near 

to resources and transmission infrastructure. This competition may result in social conflict 

in regard to prioritising types of land use, global versus local environmental protection, or 

preserving landscape character. Such conflicts pose a significant barrier to the acceptance 

and pace of the renewable energy transition, and thus hinder efforts to mitigate climate 

change. To overcome this barrier, regional or national energy policy may opt to limit the 

spatial impact of electricity generation by utilizing more energy dense low or zero carbon 

technologies like fossil fuels with CCS, or nuclear power. This option needs to be 

accompanied be expedient reclamation. In summary, policy support for developing more 

compact electricity generation or increasing land availability for electricity production, are 

likely necessary to significantly reduce carbon emissions and meet IPPC projections.  



 

 

41 

 

3.7 Supplementary Information 

3.7.1 Infrastructure components included in generator technology and fuel 

resource LAI factors 

Wind: Included factors are the footprint of the turbine base and the spacing in between 

turbines of a wind farm. Spacing differs between farms, based on available land and 

placement of turbines. For example, turbines placed in a single line, perpendicular to main 

wind direction require less spacing that turbines place in parallel to the main wind direction. 

Values in the table are 161 wind farms in the United States. (Trainor et al., 2016) 

Solar: Included factors are the footprint and spacing between arrays of single axis tracking 

photovoltaic solar farms. Values in table are 25th / median / 75th percentile capacity 

weighted area values of 32 projects with an alternate current rating greater than 20 MW in 

the United States. 

Hydro: Included factor is the flooded area by the hydroelectric dam. Run-of-river 

technology is not considered. 25th and 75th percentile values are sampled from 47 randomly 

selected dams in the United States (Trainor et al., 2016). The ‘median’ value here is the 

based on the Site-C hydroelectric dam, currently under construction in British Columbia, 

Canada. 

Geothermal: Included factors are the entire well field, where hot fluid from several wells 

is piped to a central power plant location. Values in table are based on 25th / median / 75th 

percentile area values from 70 power plants in the United States, weighted by energy 

generation (Trainor et al., 2016). 

Biomass: Biomass fired generators employ boiler technology that is similar to coal fired 

power plants. Their LAI factors are assumed equivalent to coal generators. 

Coal (generator technology): Included components are powerhouse, fuel-handling 

system, air- and water-pollution control systems, cooling systems, stacks, and 
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administration and laboratory buildings (Robeck et al., 1980). LAI factors are based on 

several power plants across the United States and were cross-checked with satellite images 

of the Genesee Generating Station in Alberta. 

Coal-CCS (generator technology): Included components are equivalent to the coal 

generator. Required land area for carbon dioxide scrubbing was not available in literature. 

This study assumes a 25% reduction in net capacity, due to parasitic load of carbon dioxide 

removal (Rochelle, 2009).  

RICE: Values are based on CCGT, due to lack of values in literature.  

CCGT: Included components are the power plant site, access roads, and cooling water 

lake. Values are based on seven gas fired power plants in the Barnett shale, Texas, United 

States (Jordaan et al., 2017). 

CCGT-CCS: Included components are equivalent to the CCGT generator. Required land 

area for carbon dioxide scrubbing was not available in literature. This study assumes a 25% 

reduction in net capacity, due to parasitic load of carbon dioxide removal (Rochelle, 2009). 

SCGT: Values are based on CCGT, due to lack of values in literature. 

COGEN: Values are based on CCGT, due to lack of values in literature. 

Coal (fuel resource): Coal fuel LAI factors include excavation area of open pit mines in 

Wyoming, Kansas and the Appalachia region in the United States (Fthenakis and Kim, 

2009). Coal mining land area varies with coal heating value, seam thickness density and 

mining method. Values assume a heating value of 30000 kJ/kg. Values include 25% mass 

loss during preparation. Ash and sludge waste disposal area is included. 

Coal-CCS (fuel resource): Included components are equivalent to the coal fuel resource. 

Additional land area impacted by CCS is accounted for by assuming that carbon 

sequestration infrastructure is similar to that of natural gas production. 
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Natural Gas: Included components are production sites, gathering pipelines, gathering 

sites, processing sites, transmission sites, and waste-water disposal sites. Data is based on 

satellite images of several hundred samples in the Barnett shale, Texas, United States 

(Jordaan et al., 2017). 

Natural Gas-CCS: Included components are equivalent to the natural gas fuel resource. 

Additional land area impacted by CCS is accounted for by assuming that carbon 

sequestration infrastructure is similar to that of natural gas production. 

Mill Waste: Biomass used for electricity production in Alberta is limited to lumber mill 

waste. Due to its waste stream nature, its LAI is disregarded. 
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3.7.2 Selection of representative days and time slices for reducing 

computational complexity 

A set of representative days is produced for each model year, with these days being selected 

from a collection of historical days. Historical days consist of normalized hourly electrical 

load, wind generation and solar generation data. Each day is a single data point in a vector 

space that spans (NL + NW + NS)*(24 hours) dimensions, where NL, NW, and NS are the 

number of modelled load, wind and solar regions, respectively. Each historical day is 

assigned to one of six clusters by a k-means clustering algorithm (Lloyd, 1982). One day 

is selected from each cluster as representative, where the probability of selection is inverse 

to that day’s distance from the cluster center. 

Selected days are reduced from twenty-four to eight time slices. All possible combinations 

of time slice sets within a day are produced. Each time slice is assigned the average value 

of its constitutive hours. The set of eight time slices that best represent the historical day 

are selected by minimizing the root-mean-square error between the historical day and the 

resulting representative day. Time slice length can vary. For example, a representative day 

can consist of eight time slices of three hours each. It can also consist of seven time slices 

of one hour, and one time slice of 17 hours – which ever combination minimizes the error. 

Each representative day is assigned to a fraction of the model year. That fraction is 

proportional to the cluster size from which the representative day was selected. Then, time 

slices are scaled such that total annual electricity demand, normalized wind generation and 

normalized solar generation matches historical and/or forecasted values. 
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4 Sedimentary Basin Geothermal Favourability Mapping and 

Power Generation Assessments2 

4.1 Introduction 

Geothermal energy is a baseload, renewable power source that provides ~13 gigawatts of 

electrical power and ~70 gigawatts of thermal power for global human consumption 

(Bertani 2015; Lund & Boyd 2015). The majority of this power is generated from 

convection-dominated geothermal systems, where point heat sources in the shallow 

subsurface elevate the geothermal gradient above the global mean and create circulation 

cells of hot, easily accessible ground water (Moeck, 2014). Convection-dominated 

geothermal systems are located predominantly in, or near, tectonically and volcanically 

active regions, and offer limited opportunities for long-term industry expansion. Recent 

trends in geothermal energy development have focused on conduction-dominated and low-

enthalpy systems. Such geothermal systems are most commonly found in sedimentary 

basins and continental interiors, and are often more proximal to potential geothermal power 

end-users than convection-dominated systems (Moeck 2014). 

A major challenge in developing new geothermal fields is the high up-front cost of 

exploration and resource characterization (Salmon et al. 2011). These risks are 

compounded in conduction-dominated and low enthalpy geothermal systems, which 

typically have no surface expression and host only low to mid-grade resources. Realizing 

the potential of these types of geothermal resources requires the development of 

inexpensive and expedient methods for identifying and evaluating unmeasured geothermal 

reservoirs. 

This paper presents a two-step method for locating and quantifying the power generation 

potential of conduction-dominated geothermal systems hosted in sedimentary basins. First, 

                                                 

2 This chapter was published in: Palmer-Wilson, K., Banks, J., Walsh, W., Robertson, B., 2018. Sedimentary 
basin geothermal favourability mapping and power generation assessments. Renewable Energy 127, 1087–
1100. https://doi.org/10.1016/j.renene.2018.04.078 
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a favourability map is produced by considering the influence of several geological and 

economic criteria on the feasibility of constructing a geothermal power plant in a given 

locality. Second, the Volume Method (Williams et al., 2008) quantifies the power 

generation potential of areas deemed most favourable. The results reveal both the total 

gross power available to local end users, as well as power generation potential per unit 

reservoir volume. 

The British Columbian portion of the Western Canadian Sedimentary Basin (WCSB) 

serves as a proxy for sedimentary basins with similar geothermal regimes and as a case 

study for this work. A nation-wide evaluation of Canada’s geothermal resources identified 

the WCSB as an area of moderate commercial potential (Grasby et al., 2012). Localized 

research in the WCSB has included qualitative evaluations of specific Cambrian and 

Devonian formations (e.g. Weides, Moeck, Majorowicz, et al. 2013; Weides, Moeck, 

Majorowicz, et al. 2014; Weides, Moeck, Schmitt, et al. 2014) and power potential 

assessments in the Alberta foothills (Banks and Harris, unpublished results). The British 

Columbian portion of the WCSB has received less attention, but several areas of high 

geothermal potential were identified here by Fairbank et al. (1992) and Kimball (2010). 

Fairbank et al. (1992) applied a geothermal gradient > 45 °C to identify areas of high 

potential, while Kimball applied several geological and economic factors to map 

geothermal favourability. These studies offer relatively coarse resolution due to their 

Provincial scale, but warrant regionally focused research. 

Two previous studies have quantified geothermal power generation potential in the British 

Columbian section of the WCSB by applying the Volume Method (Williams et al., 2008). 

Walsh (2013) investigated the Clarke Lake gas field, near the town of Fort Nelson. 

Geoscience BC evaluated 18 different regions throughout British Columbia (Geoscience 

BC 2015). That study included two sites in the WCSB, namely Clarke Lake and Jedney. 

Neither of these studies chose their locations based on systematic criteria; they were simply 

hypothesized to be potential resources. Through the two-step process of favourability 

mapping and quantitative resource assessment, this study is the first to provide a focused 

examination of the geothermal resource potential of the entire British Columbian portion 
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of the WCSB. Similar two-step analyses of the more densely populated island of Sicily, 

Italy, are not applicable in the WCSB, because they do not consider proximity to energy 

consumers or transmission infrastructure (Trumpy et al. 2015; Trumpy et al. 2016). 

The paper outlines the geological background of geothermal energy in the WCSB in 

Section 4.2. Methods for producing a favourability map, and input data derived from the 

case study area are described in Sections 4.3.1 to 4.3.3. Power generation potential 

estimates, methods and data are described in Sections 4.3.4 to 4.3.6. Results are described 

in Section 4.4 and followed by a discussion in Section 4.5. Conclusions from this work are 

drawn in Section 4.6. 

4.2 Geologic Background of the Western Canada Sedimentary Basin3  

The WCSB is a 600 – 1200 km wide NW – SE trending wedge of Proterozoic to modern 

sediment that spans over 3000 km from the Northwest Territories to Montana. The WCSB 

is bordered to the east by the Canadian Shield and to the west by the front ranges of the 

North American Cordillera, where it is greater than 5500 m deep adjacent to the mountain 

belt. Figure 4-1 shows the geographic location of the WCSB and surrounding geologic 

terranes. The study area is delimited to the west and south by the Cordilleran deformation 

front, to the north by the Yukon Territory border (60 °N latitude) and to the east by the 

Alberta border (120 °W longitude). 

                                                 

3 This section 4.2 was written by Jonathan Banks, the second author of the published article. 
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Figure 4-1. Modern tectonic and geographic setting of the Western Canadian Sedimentary 

Basin (adapted from Mossop & Shetsen 1994; Banks & Harris, unpublished results). 

A collage of Precambrian crustal blocks and suture zones that formed the passive 

continental margin of North America’s ancestral west coast underlies the WCSB. 

Sediments deposited upon this Precambrian basement preserve a long and relatively 

undisturbed history of transgressive and regressive marine sequences (Mossop and 

Shetsen, 1994, chap. 3). Prominent among these sequences are thick deposits of Devonian 
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carbonate reefs and platforms; shales and fluvial and beach margin sandstones (Mossop 

and Shetsen, 1994, chaps. 10–13). The Devonian reefs and sandstones in the deeper parts 

of WCSB are hypothesized to contain reservoirs of hot brine, depending on local porosity 

(Walsh 2013; Weides & Majorowicz 2014; Banks & Harris, unpublished results). 

Formations of primary interest in this study are the Slave Point, Keg River and Chinchaga. 

Other potential water-bearing formations include the Sulphur Point, Wokkpash and Stone. 

All of these formations are major constituents of the Upper Givetian to Lower Frasnian 

Beaverhill Lake Group, as it is found north of the Peace River Arch (Mossop and Shetsen, 

1994, chap. 11). The local thicknesses of these strata play an important role in the 

volumetric calculations of power generation potential, described in Section 4.3.5. 

Extensive hydrocarbon development throughout the WCSB has created a robust set of 

thermo- and hydrodynamic data to evaluate the basin’s geothermal setting. Heat flow 

within and beneath the WCSB has been studied for over half a century (e.g. Garland & 

Lennox 1962; Majorowicz & Jessop 1981; Lam et al. 1985; Jones et al. 1985; Majorowicz 

et al. 2012). Figure 4-2 (Weides & Majorowicz 2014) shows the geothermal gradients 

throughout the WCSB. Gradients range from 20 – 25 °C/km in the southern and 

southwestern-most portions, to > 50 °C/km in the far north of the basin. Within the study 

area, the basin deepens from about 2000 m in the upper northeast corner to about 5500 m 

in the west-central section, adjacent to the deformation front. Temperatures at the bottom 

of the basin (top of the Precambrian surface) range from ~100 °C in the shallower sections 

of the basin, where the gradient is high, to > 160 °C in the deepest parts of the area, where 

the gradient is lower (Weides and Majorowicz, 2014). 
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Figure 4-2. Geothermal gradient in the Western Canada Sedimentary Basin. The study area 

is located in the Canadian province of British Columbia. The center province is Alberta, 

adjacent to Saskatchewan to the east. The southern border (49 °N latitude) delimits the 

United States of America (adapted from: Weides & Majorowicz 2014).  
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4.3 Methods and Materials 

This study employs a two-step method to locate favourable sites and quantify their potential 

for geothermal power generation in a sedimentary basin. First, a geothermal favourability 

map is produced by geospatially overlapping data that relate the technical and economic 

potential of a geothermal power project. Second, the electricity generation potential from 

areas of highest favourability is assessed via the Volume Method (Williams et al., 2008). 

As a case study, the method is applied in the British Columbian portion of the WCSB.  

4.3.1 Favourability Mapping Procedure 

Selecting favourable sites for geothermal power development is a geospatial multi-criteria 

decision problem (Greene et al., 2011). This study evaluates favourability based on 

geologic and economic criteria. Geologic criteria include reservoir temperature and 

hydraulic conductivity. Economic criteria include access to electrical transmission grids, 

potential for behind-the-fence electrification of the upstream petroleum sector, and 

proximity to population centers. 

A geographic information system (i.e. ArcGIS) overlays sets of geospatial data pertaining 

to the aforementioned criteria into a ‘geothermal favourability map’. The map visualizes 

the ‘favourability score’ at any given location. The favourability score is the weighted sum 

of individual criteria scores, which measure the degree to which criteria are satisfied by 

input data. Identifying areas with high favourability scores narrows the regional scope for 

a detailed estimate of power generation potential. 

As shown in Figure 4-3, the favourability score is generated by a two-stage weighted linear 

combination (Malczewski 2000; Malczewski & Rinner 2015). The left side of the flow 

diagram shows the two geological and four economic input layers; these contain the criteria 

scores. In the Weighted Summation Process section input layers are combined to form 

geological and economic summary layers. Aggregating the summary layers forms the final 

favourability map. The scores in each input and summary layer are multiplied by the given 

weights in each summation step. 
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Figure 4-3. Flowchart of mapping geothermal favourability. Geological and economic 

criteria are represented by input layers which can consist of several data sets. Input layer 

weighting and summation produces summary layers. Summary layer weighting and 

summation produces the favourability map. Weights shown are used for the northeastern 

British Columbia case study. 

Input data cannot be summed directly because data units and measurement scales differ. 

To enable weighted summation, the input data is normalized to a common unit-less scale, 
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or ‘criteria score’ (Voogd 1983, Chapter 5; Massam 1988; Nyerges & Jankowski 2010, 

Chapter 7.1). Criteria scores range from 0 to 1 and identify the degree to which a specific 

criteria is satisfied at a given location. Datasets used to produce input layers are described 

in Section 4.3.2. 

Input layers consist of georeferenced 100 m x 100 m cells containing individual criteria 

scores. The score Sij is contained in the jth cell of the ith layer. Each weighted summation 

stage receives inputs from N input layers that consist of J cells. The jth cell of every input 

layer is geospatially congruent. Scores of congruent cells are multiplied by the weight wi 

of the ith layer and summed as follows:  

𝑆�̅� = ∑𝑆𝑖𝑗𝑤𝑖

𝑁

𝑖=1

 ∀∈ {1,2, … , 𝐽} (4.1) 

 

As shown in Figure 4-3, first-stage summations produce summary layer scores and the 

second-stage summation produces favourability scores. Depending on the summation 

stage, 𝑆�̅� is the summary score or favourability score of the 𝑗th cell. Weights reflect a 

criteria’s importance to geothermal development. The sum of all weights 𝑤𝑖 in each stage 

equals 1. 

The favourability scores are plotted on a map using a colour scale. This favourability map 

highlights locations where geothermal power development is most favourable. Areas with 

a high score are selected for assessment of potential power generation. 

4.3.2 Favourability Mapping Input Data 

4.3.2.1 Geologic Criteria 

Geological data is derived from drill-stem tests (DST), bottom-hole temperature 

measurements (BHT), and natural gas and oil producing well records (NGOW) taken from 

IHS Energy (2016). All three datasets are filtered for lower middle-Devonian and 

Beaverhill Lake Group strata (Mossop & Shetsen 1994, Chapter 11). Figure 4-4 shows 
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locations where data was recorded. Red crosses mark temperature and blue dots mark 

indicated aquifer data records. 

The Temperature Input Layer uses DST and BHT data. BHTs are Harrison-corrected 

(Harrison et al., 1983) to account for the cooling effect of drilling mud. Spatial interpolation 

and averaging of temperature data produces the underlying temperature map. Areas below 

80 °C are excluded because this temperature is the minimum value for geothermal 

resources under the British Columbian Geothermal Resources Act (1996). 
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Figure 4-4. The two geological input layers are based on temperature (red crosses – BHT 

and DST) and indicated aquifer (blue dots – DST and NGOW) data records. Spatial 

interpolation and averaging produces the temperature map. Temperature data records 

vary in depths from approximately 1400 m in the northeast to 4000 m around Sikanni Chief 

in the southwest of the study area. Locations of data records extend into British Columbia’s 

neighbouring provinces to avoid edge effects along provincial borders. The map shows the 

northeastern section of British Columbia and adjacent to sections of Alberta to the east, the 

Northwest Territories to the northeast and Yukon to the northwest. 
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The Indicated Aquifer Input layer qualitatively infers hydraulically conductive strata by 

including DST and NGOW that have recovered water. NGOW data are filtered for water 

production greater 0 m³/day, a minimum production duration of 1 hour, a cumulative water 

production greater than 10 m³, and production zones outside of shale formations. DST data 

is filtered by ‘blow test’ results. This test analyzes the fluid exiting the drill pipe during the 

pressure-release phase of the drill-stem test. The three fluid characteristics listed in the left 

column of Table 4-1 can infer aquifers. When a DST record contains a noted qualifying 

description for at least 2 characteristics, an aquifer is inferred. 

Table 4-1. Results from ‘blow tests’ are used to infer aquifers. The blow test analyzes the fluid 

exiting the drill pipe during the pressure-release phase of the drill-stem test. When at least 

two of the three blow test characteristics (left column) include keywords from the qualifying 

description (right column), then a DST record indicates a potentially hydraulically 

conductive aquifer. Qualifying descriptions are based on author experience. 

Characteristic Qualifying Description 

Surface Blow 
Strong 

Good 

Recovery 

Water 

Salt 

Sulphur 

Permeability 

Average 

Good 

Excellent 

High 

 

4.3.2.2 Economic Criteria 

Economic input layer data identify potential locations for commercial power sales. These 

include regions with upstream petroleum production, electrical infrastructure and 

population centers. Areas with upstream petroleum production, and associated 

electrification opportunities, are identified from historical natural gas rights sales. These 

areas include the Northern Montney and Heritage Field, Horn River Pools A and D of the 

Muskwa Otter Park Formation, and the Cordova Embayment (Ministry of Natural Gas 

Development, 2016). Electrical Infrastructure data identifies locations with > 60 kV 

transmission lines and substations (BC Hydro, 2012a). A proposed transmission line 

between the Bennet Dam and Pink Mountain (ATCO Power, 2015) is included as Proposed 

Electrical Infrastructure. Population centers identify the approximate geographical centers 
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of towns and communities that may provide economic opportunity for geothermal 

resources. 

Figure 4-5 provides a map of economic input data locations. Areas with upstream 

electrification potential are traced in green. Transmission lines are depicted in orange. The 

purple proposed transmission line connects Pink Mountain to the Bennet Dam (not shown) 

in north-south direction. Existing substations along the transmission lines are shown as 

yellow dots. Population centers cluster in the south of the study area. 
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Figure 4-5. Economic input layers contain these data to represent potential for local 

electrification, proposed and existing electrical infrastructure that permits electricity sales 

to the grid, and population centers that have potential heat demand. Transmission 

infrastructure outside of the study area is excluded. 
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4.3.3 Criteria Scoring 

Table 4-2 shows the conversion of data to criteria scores. Criteria scores can be: input value 

dependant (e.g. temperature), distance dependant (e.g. electrical infrastructure, aquifers, 

population centers), or location dependent (e.g. upstream petroleum electrification).  

The maximum temperature (146 °C) is assigned a score of 1, and the minimum temperature 

(80°C) is assigned a score of 0. Intermediate temperature scores are linearly interpolated 

between these two points. Distance dependant scores are 1 at the location of a data point 

and linearly decline to 0 at or beyond a maximum distance. Maximum distances are 20 km 

for indicated aquifers, substations, and population centers. 10 km is used for transmission 

lines. The Upstream Petroleum Electrification Input Layer is binary and has a score of 1 

within electrification areas and 0 outside of electrification areas. Rationale for the scoring 

methods are listed in the right column of Table 4-2. 

Table 4-2. Input data is converted to input layers by assigning criteria scores to each location. 

The center column lists the type of score decay (linear or binary), the score determining 

parameter (temperature, distance or location) and examples that determine a score of 1 and 

a score of 0. The right column provides the rationale for the scoring method. 

Input Layer Criteria Scoring Rationale 

Temperature Linear decay based on temperature:  

1 at 146 °C 

0 at 80 °C 

Temperature map based on 

interpolated and spatially 
averaged DST and BHT records 
(Figure 4-4).  

Indicated 

Aquifer 

Linear decay based on distance: 

1 at indicated aquifer 

0 at 20 km distance from indicated aquifer 

Probability to recover water 

decreases with distance from an 

indicated aquifer. 

Upstream 

Petroleum 

Electrification 

Binary decay based on location: 

1 inside gas activity area 

0 outside of gas activity area 

Electrification opportunities may 

exist in petroleum production 

areas. 

(Proposed) 

Electrical 

Infrastructure 

Linear decay based on distance: 

1 at transmission line or substation 

0 at 

20 km distance from substation 

10 km distance from transmission line 

(Choose greater score value where overlap occurs.) 

Transmission line scores decay 

faster with distance due to higher 

connection cost (BC Hydro, 

2012b).  

Population 

Centers 

Linear decay based on distance: 

1 at town center 

0 at 20 km distance from town center 

Economical heat transport 

distance in district heating system 

(Danfoss, 2014; International 

District Heating Association, 

1983; Ulloa, 2007). 
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With the exception of Proposed Electrical Infrastructure, all criteria are equally 

weighted. The exception reflects the uncertain completion of proposed infrastructure. Input 

layer combination is performed by calculating Equation 4.1 in the ArcGIS ‘raster 

calculator’. Favourability scores are plotted using a colour scale to produce the 

favourability map. 

4.3.4 Estimating Power Generation Potential 

The power generation potential of geothermal reservoirs are evaluated in regions of highest 

favourability using the Volume Method (Williams et al., 2008). The reservoir’s gross 

thermal energy 𝑄𝑅 is derived from the reservoir’s volume, temperature and heat capacity 

as follows: 

𝑄𝑅 = [(1 − ϕ)(𝜌𝑅𝐶𝑅) + ϕ(𝜌𝐹𝐶𝐹)]𝐴𝑅𝐷𝑅(𝑇𝑅 − 𝑇0) (4.2) 

where ϕ is the reservoir porosity, 𝜌𝑅 is the reservoir rock density, 𝐶𝑅 is the reservoir rock 

specific heat capacity, 𝜌𝐹 is the geothermal brine density, 𝐶𝐹 is the geothermal brine 

specific heat capacity, 𝐴𝑅 is the reservoir area, 𝐷𝑅 is the reservoir thickness, 𝑇𝑅 is the 

reservoir temperature and 𝑇0 is the rejection temperature. 

Equation 4.2 is modified from Williams et al. (2008) in two ways: 1) the porous fraction 

of the reservoir is assigned a specific heat capacity of geothermal brine, and 2) the reservoir 

volume term 𝑉𝑅 is separated into the factors area 𝐴𝑅 and thickness 𝐷𝑅, so that: 

𝑉𝑅 = 𝐴𝑅𝐷𝑅 (4.3) 

Converting thermal energy to exergy accounts for entropy generation, which 

thermodynamically constrains the amount of useful work available from a temperature 

difference. Utilization efficiencies account for additional losses in a power plant. The total 

available electric energy is divided by project lifetime to estimate the gross power capacity. 

Gross power capacity (𝑃) is calculated as follows: 
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𝑃 =
𝜂𝑢

𝑙
[𝑄𝑅𝑟𝑔 −

𝑄𝑅𝑟𝑔𝑇0(𝑠𝑅 − 𝑠0)

ℎ𝑅 − ℎ0
 ] (4.4) 

where 𝜂𝑢 is the power plant utilization efficiency, 𝑙 is the power plant lifetime, 𝑟𝑔 is the 

recovery factor, 𝑇0 is the rejection temperature, 𝑠𝑅 is the specific entropy of the geothermal 

brine at 𝑇𝑅, 𝑠0 is the specific entropy of the geothermal brine at 𝑇0, ℎ𝑅 is the specific 

enthalpy of geothermal brine at 𝑇𝑅, ℎ0 is the specific enthalpy of the geothermal brine at 

𝑇0. 

The economics of geothermal energy development are highly dependent on the number of 

production wells necessary to achieve the required brine flow rates (Astolfi et al., 2014). 

The required brine flow rate �̇�𝑏𝑟𝑖𝑛𝑒 is the amount of brine that must be extracted per unit 

time to produce the predicted gross power capacity 𝑃 (Equation 4.5). Equation 4.5 is 

derived from Williams et al. (2008, eq. 2) by dividing the mass of brine extracted from the 

well head by project lifetime. The brine flow rate per well �̇�𝑊 then determines the total 

number of production wells 𝑁𝑊𝑒𝑙𝑙𝑠 required to produce gross power capacity 𝑃 as follows: 

�̇�𝑏𝑟𝑖𝑛𝑒 =
𝑄𝑅𝑟𝑔

𝑙(ℎ𝑅 − ℎ0)
 (4.5) 

𝑁𝑊𝑒𝑙𝑙𝑠 =
�̇�𝑏𝑟𝑖𝑛𝑒

�̇�𝑊
 (4.6) 

 

4.3.5 Input Data to Estimating Power Generation Potential 

Four areas are selected from the favourability map for power potential estimates. As 

described in Section 4.4.1, these areas are Horn River, Clarke Lake, Prophet River and 

Jedney. The Volume Method presented in Section 4.3.4 is applied using the data inputs 

described in Table 4-3. Values for the area, thickness and temperature of the reservoir are 

specific to each favourable area. Due to the uncertainty around temperatures, areas, 

thicknesses, recovery factors and reservoir porosities, Monte Carlo simulations with 

100,000 iterations are performed for each favourable area. Stochastic input parameters are 



 

 

62 

chosen from triangular probability distributions, consistent with work by Walsh (2013). 

The volumetric heat capacities 𝜌𝐶 of brine and reservoir rock are obtained from density 𝜌 

and mass based heat capacity 𝐶. The 𝐶 of rock is approximated from dolomite. The 𝐶 of 

brine is approximated from an aqueous sodium chloride solution. Utilization efficiency, 

brine entropy and enthalpy are temperature dependant. For these parameters, an equation 

of best fit is derived from data listed in the ‘source’ column in Table 4-3. 



 

 

63 

Table 4-3. Summary of values applied to the Volume Method. A stochastic assessment of 

each favourable area is performed separately using 100,000 iteration Monte Carlo 

simulations. Parameters defined by minimum, mode and maximum value are selected from 

triangular probability distributions. Single-column values are deterministic.* 

Parameter 
Value 

Unit Source 
Min. Mode Max. 

ϕ 
Reservoir 

Porosity  
0 3 20 % 

Slave Point formation porosities (IHS Energy 

2016; Lam & Jones 1985; Weides et al. 2013) 

𝜌𝐶 Reservoir 

Heat Capacity  

 

kJ/m³K 

Dolomite: (𝐶) 0.928 kJ/kgK (Krupka et al., 

1985) and density (𝜌) 2870 kg/m³ (Gardner et 

al., 1974). Brine: (𝐶) 3.6 kJ/kgK (Chen, 1982) 

and (𝜌) 1166 kg/m³ (Garcia, 2001). 
Rock 2663 

Geoth. Brine 4200 

AR Reservoir 

Area  
 

km² 

Lateral extent of geothermal reservoirs is 

unknown. Natural gas pool areas (BC Oil and 

Gas Commission 2016) serve as proxy. Details 

in Reservoir Area Section below. 

Horn River 8.0 10.0 12 

Clarke Lake 101.6 127.0 152.4 

Prophet River 36.6 45.7 54.8 

Jedney 6.8 8.5 10.2 

𝐷𝑅 Reservoir 

Thickness 

   

m 

Derived from stratigraphic cross sections 

(Ibrahimbas & Walsh 2005). Details in 

Reservoir Thickness Section below. 

Horn River 108 221 225 

Clarke Lake 162 295 428 

Prophet River 221 241 260 

Jedney 221 316 410 

𝑇𝑅 Reservoir 

Temperature  

   

°C 

Derived from BHTs and DSTs (IHS Energy, 

2016) located within favourable area. Details in 

Reservoir Temperature Section below. 

Horn River 116.4 129.6 142.9 

Clarke Lake 91.7 111.1 130.4 

Prophet River 107 125.6 144.2 

Jedney 122.8 142.8 162.7 

𝑇0 
Rejection 

Temperature 
0 °C 

Annual average air temperature at Fort Nelson 

(Government of Canada, 2017) 

𝑟𝑔 
Reservoir 

Recovery 

Factor 

10 17.5 25 % (Williams 2007) 

𝑙 
Project 

Lifetime 
 30  Years (Walsh 2013; Geoscience BC 2015) 

𝜂𝑢 
Utilization 

Efficiency Values are temperature 

dependant and calculated for 

each Monte Carlo iteration 

using an empirically derived 

equation that best fits data 

from ‘Source’ column. 

% 

Equation type: linear 

Data: subcritical plant efficiency (Augustine et 

al., 2009) 

𝑠 
Geothermal 

Brine Entropy 
kJ/kgK 

Equation type: third order polynomial 

Data: H2O saturation temperature tables 

(Bhattacharjee, 2017) 

ℎ 

Geothermal 

Brine 

Enthalpy 

kJ/kg 

Equation type: linear 

Data: H2O saturation temperature tables 

(Bhattacharjee, 2017) 

�̇�𝑊 
Brine flow 

rate per well 
30 and 100 

kg/s 

per 

well 

Consistent with previous work (Majorowicz & 

Moore 2014; Majorowicz & Grasby 2014; Lam 

& Jones 1985; Geoscience BC 2015) 

* Detailed descriptions of sources are available in (Palmer-Wilson et al., 2017). 

Additional information on reservoir parameters is provided below. 
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Reservoir Area (AR) 

This study uses Slave Point formation natural gas pools as proxy geothermal reservoir 

areas. Table 4-4 lists gas pools, their associated fields and the total area (located within 

favourable areas). Area values are produced by geospatial analysis of gas pool contours 

provided by the BC Oil and Gas Commission (2016). The total area values are assigned to 

the mode of the probability distributions, with maximum and minimum values defined by 

a ±20% factor to account for uncertainty. No Slave Point gas pools are available at Horn 

River. Here, a mode geothermal reservoir area of 10 km² is chosen by the authors to allow 

comparison. 

Table 4-4. The areas of gas pools of the Slave Point formation are used as proxy geothermal 

reservoir areas. Potential power generation in each favourable area is estimated using Total 

Gas Pool Area values. Geospatial analysis of data from the BC Oil and Gas Commission 

(2016) provides area values of individual gas pools. 

Favourable Area Slave Point Gas Pools Gas Field Total Gas Pool Area [km²] 

Horn River - - (10.0)a 

Clarke Lake A Clarke Lake 127.0 

Prophet River A, B, C, H, I, J, L, M, N, O, P Adsett 45.7 

Jedney 
A, B, C 

B, C 

Bubbles 

Bubbles North 
8.5 

a Value chosen by authors 

Reservoir Thickness (𝐷𝑅) 

This study uses stratigraphic cross-sections to infer reservoir thickness (Ibrahimbas & 

Walsh 2005). Carbonate and sandstone formations between Beaverhill Lake Group rocks 

and the Precambrian surface are assumed to contain a geothermal reservoir. Selected 

formations include the Slave Point, Sulphur Point, Keg River, Wokkpash, Stone, and Upper 

Chinchaga. The local thickness of these formations is the reservoir thickness value reported 

in Table 4-3. This data is available at several locations across the study area, so the three 

locations closest to each favourable area inform the respective maximum and minimum 

value of the probability distribution for that location. The mode of the probability 

distribution is assigned the average of the maximum and minimum thickness values. 
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Reservoir Temperature (𝑇𝑅) 

The reservoir temperature distributions are based on DST and BHT data filtered for 1) 

geographical location within favourable areas, 2) a favourability score above 0.43, and 3) 

minimum depth based on the top of the youngest formation considered for reservoir 

thickness. The mode of the temperature probability distribution is assigned the average 

value of filtered data. The minimum and maximum values are assigned ± 1 standard 

deviation from the average. 

4.3.6 Power Generation Sensitivity 

A ‘Change in Output Mean Analysis’ quantifies the sensitivity of Monte Carlo simulation 

results to stochastic input parameter changes (Palisade, 2017). Monte Carlo iteration 

datasets contain input and related output parameter values. Input parameters are 

temperature, recovery factor, reservoir area, reservoir thickness and porosity. Output 

parameters selected for analysis are gross power capacity per unit reservoir volume 𝑃/𝑉𝑅 

and brine flow rate to produce 1 MW of power �̇�𝑏𝑟𝑖𝑛𝑒/𝑃. Iteration datasets are sorted by 

ascending value of an input parameter. Datasets are distributed equally across twenty bins. 

Each bin represents five percent of the input value distribution. The mean value of the 

selected output parameter is computed for the iteration datasets contained in each bin.  
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4.4 Results 

4.4.1 Favourability Mapping Results 

The results of the favourability mapping procedure are shown in Figure 4-6. To highlight 

areas of highest favourability, the top 10%, 20% and 30% are shown. The highest computed 

score is 0.61; hence each 10% interval represents a 0.06 score step. The top 10% to 30% 

areas occur in patches that range from tens to several hundred square kilometers. Larger 

patches cluster in the central west section and in the petroleum production areas in the 

northern section of the study area. Smaller patches occur along the Fort Nelson – Rainbow 

Lake transmission line and the southern-most section of the study area, 20 to 100 km north 

of Fort Saint John. Only three areas feature a score in the top 10% interval. These are 

located approximately 10 km south of the town of Trutch, in the Jedney region and adjacent 

to Fort Nelson. 
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Figure 4-6. Geothermal Favourability Map of northeastern British Columbia. Scores range 

from the minimum 0 to the maximum 0.61. Colour gradients show 10% score range 

intervals, each representing a 0.06 score step. To highlight areas of highest geothermal 

favourability only the top three score intervals are shown. Coloured regions enclosed by red 

ellipses are selected for estimating power generation potential. 
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The four areas highlighted in red on Figure 4-6 are deemed ‘Favourable Areas’. These 

areas include Horn River, Jedney, Clarke Lake and Prophet River. Selection is somewhat 

qualitative and based on each area’s unique characteristics. Horn River and Jedney gas 

fields were chosen due to remote upstream natural gas electrification opportunities 

(Government of British Columbia, 2016). The Clarke Lake area features power export 

opportunities to Fort Nelson, and significant geological data is available from the adjacent 

Clarke Lake and Milo gas fields. Finally, Prophet River is a First Nation, where geothermal 

development may aid economic opportunities for the community. 

Some areas with high favourability scores are excluded from further investigation in order 

to limit the scope to areas where geothermal development is most likely. Several excluded 

patches of high favourability in the northeastern study area feature economic opportunities 

similar to those at Horn River, but lower overall favourability. Exclusions along the Fort 

Nelson – Rainbow Lake transmission line are based on temperature being generally 

relatively low. Areas southeast of Jedney display high favourability, but indicated aquifers 

are scarce here. The excluded area ~10 km south of Trutch features economic opportunities 

similar to those at Jedney. 

4.4.2 Estimates of Power Generation Potential 

The Volume Method and data described in Section 4.3.4 – 4.3.6 is applied to assess the 

geothermal potential of the four favourable areas. Table 4-5 shows four metrics of 

evaluation. The gross power capacity 𝑃 is the potential electric power generation for 30 

years at continuous production. ‘Gross’ disregards self-consumed electricity needed to 

serve a power plant’s internal load (e.g. pumps and cooling fans). The impact of reservoir 

volume uncertainty is mitigated by calculating the capacity per unit reservoir volume 𝑃/𝑉𝑅. 

The �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 metric states the required brine flow rate to produce 1 MW of electrical 

power. The number of production wells is based on conservative (30 kg/s) and optimistic 

(100 kg/s) assumed brine flow rates per well (�̇�𝑊). The feasibility of geothermal power 

increases with higher values for 𝑃 and 𝑃/𝑉𝑅 and lower values for �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 and 𝑁𝑊𝑒𝑙𝑙𝑠. 

All units of power (MW) refer to electrical power. 
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Table 4-5. Four evaluation metrics characterize the potential geothermal electric power 

generation at the four favourable areas of northeastern British Columbia. Stochastic Monte 

Carlo simulations of the Volume Method result in probability distributions. P90, P50 and P10 

values are lower than 90, 50 and 10% of values in these distributions. The mode is the most 

likely value. 

Evaluation Metric 
Exceedance 

Probability or �̇�𝑾 

Horn 

River 

Clarke 

Lake 
Prophet River Jedney 

𝑃 

Gross power 

capacity 

[MW] 

P90 3.6 43.9 21.6 7.7 

P50 5.2 71.3 31.5 11.3 

Mode 4.8 63.2 28.9 10.4 

𝑃

𝑉𝑅

 

Gross power 

capacity per 

unit reservoir 

volume 

[MW/km³] 

P90 2.34 1.30 2.01 3.04 

P50 3.19 1.94 2.88 4.28 

Mode 3.00 1.80 2.54 4.10 

�̇�𝑏𝑟𝑖𝑛𝑒

𝑃
 

Required 

brine flow 

rate per gross 

power 

capacity 

[kg/sMW] 

P90 31.3 45.1 32.0 22.0 

P50 37.1 60.5 40.9 27.6 

P10 44.5 84.5 53.7 35.2 

Mode 37.0 60.4 40.8 27.5 

𝑁𝑊𝑒𝑙𝑙𝑠 

Number of 

required 

production 

wells* 

at 30 kg/s per well 5 90 31 8 

at 100 kg/s per well 2 27 10 3 

*For 𝑃 at P90 and �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 at P50. 

The P90 value is lower than 90% of Monte Carlo simulation results. The P50 and P10 

values are lower than 50% and 10% of simulation results, respectively. The mode is the 

most likely value. The P90 values of 𝑃 and 𝑃/𝑉𝑅 and the P10 values of �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 represent 

conservative estimates. 

The power capacity is greatest at Clarke Lake and lowest at Horn River, with respective 

P90 estimates of 43.9 and 3.6 MW. The difference is largely due to the different reservoir 

volumes. The volume normalized power infers greatest potential at Jedney and lowest at 

Clarke Lake, with P90 estimates of 3.04 and 1.30 MW/km3, respectively. Similarly, 

�̇�𝑏𝑟𝑖𝑛𝑒/𝑃 is lowest at Jedney and highest at Clarke Lake, with respective P10 estimates of 

35.2 and 84.5 kg/sMW.  

Figure 4-7 shows 𝑃 and �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 histograms for Clarke Lake. The histograms plot the 

probability of Monte Carlo simulation results to fall into one of fifty bins of equal width. 
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Probability of 𝑃 follow a gamma distribution. The �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 distribution follows a 

skewed triangular shape, due to the required flow rate’s exclusive dependence on reservoir 

temperature. The Clarke Lake histogram shapes are representative for all favourable areas. 

 

Figure 4-7. Histogram of Monte Carlo simulation results for 𝑷 (top) and �̇�𝒃𝒓𝒊𝒏𝒆/𝑷 (bottom) 

at Clarke Lake. Respective probabilities follow a gamma and skewed triangular 

distribution shape. Results at other favourable areas follow similar distributions. 

4.4.3 Power Generation Potential Sensitivity Analysis 

Figure 4-8 shows the results of the sensitivity analysis for Clarke Lake, which is 

representative of the four favourable areas. The plot shows the input parameter percentiles 

on the horizontal axis and the mean output parameter values for the input percentiles on 

the vertical axis. For example, the ‘Reservoir Temperature’ curve in the left plot shows that 

the lowest 5% of temperature inputs to the Clarke Lake Monte Carlo simulation result in a 

mean 𝑃 of 45.2 MW. The next 5% result in a mean 𝑃 of 50.8 MW, and so on up the curve. 
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Figure 4-8 A Change in Output Mean Analysis shows the sensitivity of 𝑷 (left plot) and 

�̇�𝒃𝒓𝒊𝒏𝒆/𝑷 to stochastic input parameters at Clarke Lake. Horizontal axes are percentiles of 

Monte Carlo input parameter value distributions. Vertical axes are mean output values of 

iteration datasets sorted into 20 bins. The 𝑷 depends on reservoir temperature, recovery 

factor, reservoir thickness, reservoir area and porosity. The �̇�𝒃𝒓𝒊𝒏𝒆/𝑷 exclusively depends 

on reservoir temperature. Sensitivity at other favourable areas follows similar trends. 

The sensitivity analysis shows that reservoir temperature, thickness and recovery factor 

significantly affect 𝑃. The respective impact factors (maximum over minimum mean 

value) are 2.45, 2.1 and 2.0. Reservoir area has a less pronounced effect on the output, with 

an impact factor of ~1.38. Reservoir porosity has a negligible effect on 𝑃, with an impact 

factor of 1.1. The effect of reservoir porosity on 𝑃 is small because the total reservoir heat 

capacity increases only slightly when substituting a small porous fraction of the lower heat 

capacity rock with the higher heat capacity of geothermal brine. The �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 exclusively 

depends on reservoir temperature. At Clarke Lake the mean values resulting from the 

bottom and top five percentile inputs are 99.1 and 40.2 kg/sMW. The impact factor is 2.5.  
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4.5 Discussion 

This study describes a comprehensive approach for assessing geothermal resources in a 

sedimentary basin. The method identifies areas of high geothermal potential via 

favourability mapping and subsequently estimates power generation potential in these 

areas. Compared to the 12,635 MW of global installed geothermal capacity (Bertani, 2015) 

the total estimated mode value of 107.3 MW in the WCSB case study is small. Globally, 

however, many sedimentary basins are deep enough to host geothermal resources (Laske 

and Masters, 1997). The assessment method can be applied in any sedimentary basin where 

similar data is available. This study is therefore a significant step in reducing the time and 

cost involved with geothermal energy prospecting. 

The case study of the British Columbian portion of the WCSB improves upon previous 

geothermal favourability maps and power generation estimates. Previous geospatial studies 

did not estimate power generation potential (Fairbank et al. 1992; Kimball 2010), or were 

not selected using a comprehensive favourability mapping approach (Walsh 2013; 

Geoscience BC 2015). The higher resolution analysis of geological and economic criteria 

identifies Clarke Lake, Jedney, Horn River and Prophet River as favourable areas for 

geothermal development, of which the latter two are new discoveries. Fairbank et al. (1992) 

identified Clarke Lake by deducing high geothermal potential from thermal gradients 

greater 45 °C/km, but did not consider economic criteria. This study shows that geothermal 

gradient alone is neither an indicator of high favourability nor increased power production 

potential. As shown, areas with high gradients (e.g. Clarke Lake) had both lower 

favourability and lower power potential per unit reservoir volume than areas with lower 

gradients (e.g. Jedney). 

Two favourable areas identified in this study have been the subject of previous power 

generation estimates: Clarke Lake and Jedney (Walsh 2013; Geoscience BC 2015). At 

Clark Lake, this study estimated P90 and P50 gross power capacities of 43.9 and 71.3 MW 

respectively; larger than respective P90 and P50 values of 18.4 and 37.4 MW (Geoscience 

BC 2015), and the P50 value of 34 MW (Walsh 2013). Both previous works assumed 

smaller reservoir volumes. The Geoscience BC study uses proprietary information to 
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justify reservoir volume, while Walsh (2013) uses the dolomitized section of the Slave 

Point formation. This study assumes a larger reservoir present in several carbonate and 

sandstone formations. At Jedney, this study’s respective P90 and P50 gross power 

capacities are 7.8 and 11.3 MW; less than respective values of 12.2 and 24.7 MW 

(Geoscience BC 2015), based on that study’s smaller reservoir volume.  

The mode of the gross power capacity per unit reservoir volume 𝑃/𝑉𝑅 ranges from ~1.8 to 

~4.10 MW/km3 at Clarke Lake and Jedney, respectively. These results are significantly 

higher than ~0.23 to 1.6 MW/km3 found in western Alberta (Banks & Harris, unpublished 

results). Several factors contribute to these differences. While this study focuses on the 

highest temperature reservoirs in the region, Banks & Harris (unpublished results) 

evaluated reservoirs with temperatures as low as 80 ̊ C. Additionally, they applied a smaller 

recovery factor of 10%, while this study uses a range from 10 – 25%. As shown in Section 

4.4.3, the selected temperature and recovery factor ranges can each affect gross power 

capacity by a factor of ~2. 

This study estimates the brine flow rate required to produce 1 MW of electric power 

�̇�𝑏𝑟𝑖𝑛𝑒/𝑃 and deduces the number of production wells required to support the estimated 

gross power capacities. These are proxies for the technical and economic viability of a 

geothermal energy project (Majorowicz & Moore 2014; Ferguson & Ufondu 2017). The 

conservative P10 �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 estimates in this study range from 35.2 to 84.5 kg/sMW at 

Clarke Lake and Jedney, respectively. A single production well might sustain between 0.41 

to 1.0 MW under P10 conditions. Optimistic P90 �̇�𝑏𝑟𝑖𝑛𝑒/𝑃 values at Jedney are as low as 

22 kg/sMW. Here, a single production well might sustain 1.6 MW. Brine flow rates as high 

as 35 kg/s are seen in co-produced fluid situations in narrow diameter gas well bores 

throughout the WCSB (Lam & Jones 1985; Ferguson & Ufondu 2017). If full-size 

geothermal wells were producing from the same conditions, flow rates as high as 100 kg/s 

may be achievable (Walsh 2013). Thus, hydrogeologic conditions in potential reservoirs 

throughout the WCSB appear favourable to geothermal energy production. 

When estimating the power generation potential, assessing the reservoir size is a significant 

challenge. This study estimates reservoir thicknesses by spatially extrapolating 
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stratigraphic cross-sections and assuming several carbonate and sandstone formations to 

be brine-saturated and hydraulically conductive. The lateral extent of geothermal reservoirs 

is derived from natural gas pools in the Slave Point formation, and by varying that extent 

by ±20% to account for uncertainty. Estimates of 𝑃 and 𝑃/𝑉𝑅 assume brine extraction from 

all formations, in spite of potential hydraulic separation and brine temperature differences 

up to 20 °C due to varying formation depths. These assumptions introduce uncertainty to 

estimated power generation potential and may over-estimate the gross power potential of 

the area. In contrast, not all areas with high favourability scores are included in power 

potential estimates. These exclusions may lead to underestimating the total power potential 

in northeastern British Columbia. 

In the Volume Method, a geothermal reservoir comprises a finite heat resource without 

thermal recharge. Some work suggests that heat flow in the WCSB is controlled primarily 

by conduction of heat from the Precambrian basement, rather than by convection via 

groundwater flow (Bachu and Burwash, 1994). In this case, thermal recharge can be 

neglected as conductive recharge is negligible on a human lifespan timescale (Barbier, 

2002). Other studies suggest that groundwater flow influences the geothermal regime 

(Majorowicz et al., 1999). If thermal recharge occurs the Volume Method produces a 

conservative power generation estimate.  
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4.6 Conclusion 

This study presents and demonstrates a comprehensive method to estimate geothermal 

power generation potential of a sedimentary basin. The two-step process of favourability 

mapping and volumetric power estimates significantly reduces the uncertainty surrounding 

the available geothermal resource on a regional basis.  

As a case study, the method is applied to the British Columbian portion of the WCSB and 

identified previously undiscovered areas where geothermal power development is 

favourable (Horn River, Prophet River) and confirmed known locations (Clarke Lake, 

Jedney). Power generation potential estimates apply the Volume Method (Williams et al., 

2008) and utilize a Monte Carlo simulation to identify the possible ranges in predictions. 

The mode of total power generation potential is 107.3 MW. The volume normalized mode 

of expected power potential for the four investigated favourable areas range from 1.8 – 4.1 

MW/km3. Mode brine flow rates of 27.5 – 60.4 kg/s are required to produce 1 MW of 

power, based on the temperatures present in these reservoirs.  

The sensitivity study highlights the strong dependence of results on reservoir temperature, 

thickness, and recovery factor, each of which can affect the gross power capacity by a 

factor ~2 between the lowest 5% and highest 5% values selected from input distributions.  

This two-step method can be applied to sedimentary basins with similar characteristics 

and data availability globally; thereby providing improved estimates of available low-

carbon, dependable geothermal energy. 
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5 Renewable energy related land requirements of an 

electrified city: a case study of Metro Vancouver, Canada 

5.1 Introduction 

Urban energy consumption is a principal cause of climate change. Urban areas4 consumed 

64% of global primary energy and emitted 70% of global carbon emissions in 2013 

(International Energy Agency, 2016). According to the World Energy Outlook, global final 

energy demand continues to increases by between 0.1% and 1.5% annually until 2040 

(International Energy Agency, 2018). Urban areas will consume an increasing share as 

their populations grow from 4.2 to 6.7 billion people between 2018 and 2050 (United 

Nations, 2018). This urbanisation and related wealth creation causes the additional urban 

energy demand. This increasing demand conflicts with the need to reduce energy-related 

greenhouse gas emissions to near zero by mid-century (IPCC, 2014). Local municipal 

efforts to reducing emissions are therefore indispensable to mitigate the global climate 

change (United Nations Human Settlement Programme, 2011). 

A number of municipalities across the globe have pledged to reduce emissions by 

transitioning to renewable energy sources. Stockholm, Sweden plans to expand renewable 

energy and be fossil fuel free by 2050 (Stockholm Stad, 2014); Adelaide, Australia plans 

to offset all carbon emissions by 2021 and work toward 100% renewable energy beyond 

that date (Adelaide City Council and Government of South Australia, 2016); Vancouver, 

Canada plans to fully transition its electricity, space heating and road transportation energy 

demand to 100% renewable energy by 2050 (City of Vancouver, 2015). To reach these 

goals, municipalities can deploy prospective urban renewable energy technologies 

including rooftop solar, small-scale wind, geothermal, biomass, and waste-to-energy 

(Kammen and Sunter, 2016). Implementation of these technologies can reduce greenhouse 

                                                 

4 Attributing energy consumption and greenhouse gas emissions to urban areas is somewhat uncertain because 
previous studies have defined urban areas in a variety of ways. Gargiulo and Russo (2017) provide a 
comprehensive discussion on the physical, functional, geographical, and socio-economic features that have 
been applied in the pertinent literature. In this study, urban area is defined as the area within municipal 
jurisdiction. 
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gas emissions, avoid network upgrades, avoid transmission losses, enhance resiliency, 

and strengthen social acceptance of the energy transition through democratization of 

energy production (Adil and Ko, 2016).  

However, the challenge of meeting urban energy demand entirely from renewable sources 

is immense. The historic transition from sparse land-based energy sources (e.g. forests, 

peats) to concentrated subterranean fossil fuel stocks (coal, petroleum) enabled enormous 

expansion of energy production in the industrial revolution (Huber and McCarthy, 2017). 

These dense fossil fuel stocks still provide the majority of the energy consumed in cities 

today (Kennedy et al., 2015). Harnessing the abundant but less concentrated renewable 

energy sources wind, solar and hydro reverses this historical trend because these energy 

flows provide relatively small amounts of energy per unit land area. Comparison of power 

densities (average annual power supply versus demand per unit area) reveals that densely 

populated cities cannot meet their present-day electricity demand from urban renewable 

sources alone (Smil, 2019). Reducing greenhouse gas emissions by electrifying the heating 

and transportation sectors adds to the future electricity demand (Williams et al., 2012). The 

average European city will not be energy self-sufficient even after efficiency measures 

significantly reduce energy demand (Oldenbroek et al., 2017). Cities will need to import 

renewable energy from rural sources to meet their renewable energy needs. 

Public opposition to the development of renewable energy projects in rural areas is a 

potential barrier to implementing municipal renewable energy plans. Rural communities 

raise concerns about ecological, visual, cultural, and economic impacts of such projects on 

land and landscape (Botelho et al., 2016; Cohen et al., 2014; Devine-Wright, 2009; 

Jefferson, 2018; Jones and Pejchar, 2013; Pasqualetti, 2011; Rand and Hoen, 2017). 

Negative public perception of transmission lines adds to the challenge of connecting these 

decentralized energy technologies to urban centers of consumption (Soini et al., 2011). To 

achieve their renewable energy goals, municipalities will need to balance the need for 

renewable energy supplies with the impact of deploying its infrastructure in rural areas 

(Poggi et al., 2018).  
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A number of studies quantify the resource potential of urban renewable energy sources, 

subject to land area constraints. In three cities in Peru, the relatively low demand and high 

radiation would enable rooftop solar to supply the annual present-day electricity demands 

(Bazán et al., 2018). Rooftop solar could supply 61% of the annual electricity demand in 

Oeiras, Portugal (Amado and Poggi, 2014), and 38% of demand in Lethbridge, Canada 

(Mansouri Kouhestani et al., 2019). Biomass on all marginal lands in Boston, 

Massachusetts could supply 0.6% of the city’s primary energy demand (Saha and 

Eckelman, 2015). In Kampala, Uganda municipal solid waste could provide 2.1% of the 

city’s 2014 energy demand; ground-mounted solar covering 7.6 km² of land area could 

supply all electricity demanded that year (Munu and Banadda, 2016). In all of these studies, 

total annual energy demand is compared to the total annual supply of renewable energy. In 

the absence of significant energy storage capacity to balance supply and demand intra-

annually, these estimates of urban resource potential are likely to be high. 

There are studies that investigate urban energy production and land area requirements using 

temporally detailed energy system models with energy storage. Based on monthly 

averages, solar, wind, and biomass resources with battery storage occupying an area of 22 

km² are found to be able to supply the electricity demand for the City of Vancouver, Canada 

(Bagheri et al., 2018). In Seville, Spain 10.8 km² of rooftop solar plus 11.2 km² of ground-

mounted solar with single-day storage are found to be able to provide all building and 

electrified transportation energy demands at costs of 0.08 €/kWh if 78% surplus generation 

can be sold to the grid; alternatively, seasonal storage is found to reduce the rural land area 

to 3.5 km² and avoid surplus generation, but electricity costs would be a prohibitive 1 

€/kWh (Arcos-Vargas et al., 2019). In Wroclaw, Poland rooftop solar is found to be able 

to supply up to 36.1% of annual electricity demand, but the prohibitive cost of storage 

reduces that potential to 29% (Jurasz et al., 2019). These studies provide estimates of urban 

energy potential, land area requirements and the feasibility of prescribed renewable energy 

system compositions. However, these studies do not assess a range of feasible systems that 

may require more or less land area than the prescribed composition. In addition, these 

studies do not include the land area required for energy storage. 
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To overcome these limitations, the work presented here investigates a broad range of 

electricity system compositions that use both urban and rural renewable sources to supply 

urban demand. The urban demand includes the present-day electricity, electrified space 

heat and electrified road transportation energy demands of Metro Vancouver, Canada. The 

electricity system compositions are determined by a one-year hourly capacity expansion 

and dispatch cost-optimization model for a broad range of land impact costs. The land 

impact costs internalize the rural land area impacts which are not normally borne by the 

electricity system. This approach provides the full range of lowest-cost electricity system 

compositions between the minimum feasible and maximum necessary rural land area 

requirements. The optimization minimizes net present system cost in determining: 1) the 

required electricity generation and storage capacities, 2) the rural land area impact, 3) the 

surplus electricity generation, 4) the share of urban energy production, and 5) the trade-off 

between reducing the rural land area impact and increasing the net present system cost. 

This study can inform municipal decarbonisation efforts, regional land-use planning, and 

policies to equitably mitigate impacts on rural communities. 

5.2 Method 

This study quantifies rural land area impacts associated with supplying the electrified urban 

energy demand of the Metro Vancouver Regional District in Canada with renewable 

electricity generation and storage technologies. The electrified demand includes space heat, 

transportation and electric energy demands observed in 2016. Space heat and transportation 

fossil fuel demands are converted to an equivalent electricity demand by assuming an 

“over-night” transformation to electric heaters and battery-electric vehicles. Combinations 

of four technology scenarios determine probable upper and lower bounds of additional 

annual and peak electricity demands. Two scenarios assume deployment of low efficiency 

electric resistance (LOW) or high efficiency electric heat pump technology (HIGH); two 

scenarios assume temporal demand profiles where battery-electric vehicle charging 

exacerbates the evening peak (PEAK) or remains constant throughout the day 

(UNIFORM). A one-year capacity expansion and hourly dispatch model chooses the cost-

optimal mix of rural and urban technologies to satisfy the hourly electrified demand. The 

optimization applies 2050 forecasted technology costs to supply the 2016 electrified 
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demand hind casted in the LOW and HIGH heat scenarios with evening peaking 

transportation demand. 

In this study, the rural technologies - hydro, wind, ground solar and pumped storage - 

impact rural land area. The urban technologies - waste-to-energy, rooftop solar and battery 

storage - do not impact rural land area. Rural land area impact is an externality not normally 

borne by the electricity system. An exogenous land impact cost internalizes this externality. 

To identify the range where this externality might affect the choice of generation and 

storage technologies, the electricity system model determines the optimal technology mix 

for a wide range of land impact costs. As land impact costs increase, the optimal technology 

mix impacts a decreasing rural land area. Very high land impact costs minimize the rural 

land area impact and maximize expansion of urban technologies. This approach yields 1) 

the required rural land area impact that minimizes total costs to supplying electrified Metro 

Vancouver with renewable sources, 2) the minimum feasible rural land area impact, 3) the 

trade-off between impacting a smaller rural land area and bearing a higher total cost, and 

4) the maximum electricity share urban technologies can contribute to Metro Vancouver’s 

electrified demand. 

5.2.1 Metro Vancouver case study 

This study investigates the land area impacts of supplying the Metro Vancouver Regional 

District in British Columbia, Canada with renewable energy. The district includes 23 cities, 

municipalities, villages, and the Tsawwassen First Nation. Metro Vancouver’s 

geographical boundaries are highlighted in red in Figure 5-1. The boundaries encompass a 

land area of 2,883 km² when excluding water bodies. The 2016 census counted 2,463,431 

persons which is 53% of British Columbia’s population (Statistics Canada, 2017). The 

mean population density is 854 persons/km². 
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Figure 5-1. Land contained within the red outline of the Metro Vancouver Regional District 

is considered urban area for the purpose of this study. Actual built-up areas are solid red in 

the top map. Potential sites for pumped storage are located in southwestern British 

Columbia (Knight Piésold Ltd., 2010). Potential wind energy sites are clustered in four 

regions around south central, eastern, western and central British Columbia (GE Energy 

Consulting, 2016). Potential ground-mounted solar sites are not shown because solar 

potential is less site-specific than wind and pumped storage potential. 

Metro Vancouver lends itself to investigating the land area impacts of urban renewable 

energy requirements, because the district is committed to reducing carbon emissions from 

all sectors by 80% between 2007 and 2050 (Metro Vancouver, 2018). This transition 

requires significant deployment of additional renewables. The largest city in the district, 

the City of Vancouver, aims to exclusively use renewable energy by 2050 (City of 

Vancouver, 2015). In 2014, renewable sources provided only 31% of total energy 

consumed, the majority of which was electricity produced from hydro (90%), forest 

biomass (6%) and small share of wind power (1%) (National Energy Board of Canada, 

2019). The remaining 69% of energy consumed by space heat and transportation were 
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derived from fossil fuels. The City of Vancouver plans to eliminate fossil fuel use by 

doubling the electricity consumption to a 75% share of total energy consumption and 

supplying the remaining 25% with biogas and biofuels (City of Vancouver, 2017). 

Increased building energy efficiency and deployment of district heating networks 

constitute additional transition plans. This study does not investigate reduced energy 

demand from energy efficiency measures or non-electric sources. Instead, electricity from 

renewable sources provides all space heat, road transportation and remaining electricity 

demand equivalent to the energy consumed in 2016. 

5.2.2 Electricity System Model 

The electricity system model (Figure 5-2) determines the required capacities of generation 

and storage technologies capable of supplying the exogenous electricity demand at the 

minimum total net present system cost. The model defines the installed capacities and 

dispatches each technology to supply the urban energy demand in every hour of the year. 

The installed capacities remain constant over the one-year modelling period. Installation is 

subject to technology specific constraints on available capacity. Dispatch is subject to 

technology specific generation profiles and annual energy production constraints. Section 

5.2.4 details available capacity, profiles and production constraints.  

The system cost includes capital costs, fixed and variable operating costs, and costs for 

impacting rural land area. Minimizing the net present system cost determines cost-optimal 

installation and dispatch of technologies. Net present means that discounted and 

depreciated salvage values of technology investments credit the total system cost at the end 

of the modelling period. Technology lifetimes exceed the modelling period. Crediting the 

salvage value attributes the amortized share of investment costs to the modelling period. 

The salvage value is discounted at 6%. 
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Figure 5-2. Representation of the electricity system model. The model defines and 

dispatches installed capacities of urban and rural electricity generation and storage 

technologies to meet the hourly urban energy demand. The total rural land area impact 

depends on the installed power capacity (km²/GW) of rural generation and the installed 

energy capacity (km²/GWh) of rural storage technologies. Urban technologies do not impact 

rural land area. 

The electricity system model used in this study is based on the bottom-up, linear 

programming model OSeMOSYS (Howells et al., 2011). This model is well suited to 

investigate supply-side capacity expansion and dispatch in the context of land, 

demonstrated in studies that e.g. link sustainable energy constraints to available agricultural 

land and water resources in Uganda (Gardumi et al., 2018), investigate land use strategies 

in the context of bioenergy crops in post-conflict Columbia (Gonzalez-Salazar et al., 2017), 

and quantify the land area impacts of strict emission reductions in Alberta, Canada 

(Palmer-Wilson et al., 2019). To enable the investigation described in this study, the 

OSeMOSYS model is modified in three ways. 

First, a new land area impact parameter defines the impacted area per installed capacity of 

generation and storage technologies. Generation technologies impact land area based on 

their installed power capacity in km²/GW (Palmer-Wilson et al., 2019). Storage 
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technologies impact land area based on their installed energy capacity in km²/GWh 

(Knight Piésold Ltd., 2010). Section 5.2.6 describes technology specific land area impacts.  

Second, the objective function is amended to include the cost of impacting land area in 

M$/km², subject to the installed capacities of generation and storage technologies. Within 

each optimization, this land impact cost per area is constant across all technologies, but the 

specific land area impact varies by technology. Land impact costs have no salvage value 

so that no value is credited towards the system cost at the end of a technology’s operational 

lifetime. 

Third, the storage module contained in the original OSeMOSYS is simplified to reduce 

computational complexity. This simplification removes additional modes of operation that 

normally distinguish between storage charging and discharging. Instead, storage may 

operate in reverse to alter the operating mode. 

5.2.3 Electricity demand scenarios 

This study assumes electrification of Metro Vancouver at the start of 2016. In this “over-

night” transformation, electricity replaces all fossil fuels that served space heat and road 

transportation in that year. The total electrified demand is defined as the sum of the heat, 

transportation and remaining electricity demand. The heat demand includes residential, 

commercial and institutional space heat demand. The transportation demand includes 

passenger and freight transportation energy demand. Remaining electricity is the 

historically observed electricity demand but excludes the share of historically electric space 

heating to avoid double counting. Metro Vancouver’s heat, transportation and electric 

energy demands are estimated from data available for British Columbia (BC Hydro, 2016; 

Natural Resources Canada, 2019) by scaling via their population ratio of 53.3% (Statistics 

Canada, 2017). Creation of this electrification demand data is detailed in supplementary 

information section 5.6. 

The four electricity demand scenarios listed in Table 5-1 simulate possible heating system 

electrification options and battery-electric vehicle charging profiles. In the LOW scenarios, 

space heat is mostly provided by low-efficiency electric resistance heating with a mean 
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efficiency of 1.08, equivalent to the building-stock weighted mean efficiency observed 

in 2016 (Natural Resources Canada, 2019). In the HIGH scenarios, space heat is 

exclusively provided by high-efficiency heat pumps with a seasonal coefficient of 

performance of 3.5 (Jadun et al., 2017). In the PEAK scenarios, electric vehicle charging 

peaks in the evening hours at 5 and 6 p.m. (Keller et al., 2019b). In the UNIFORM 

scenarios, electric vehicles charge at a constant rate. The heating efficiency affects the total 

annual and the peak electrified demand; the vehicle charging profile exclusively affects the 

peak electrified demand. 

Table 5-1. Annual and peak electricity demand for Metro Vancouver in the year 2016 

assuming electrified space heat and road transportation. The total electrified demand is the 

sum of space heat, road transportation and remaining electricity demand. The four rows 

contain the scenario name combinations that identify the assumed heating efficiency and 

vehicle charging profile such that e.g. the “HIGH-PEAK” scenario assumes high-efficiency 

heating with an evening-peaking vehicle charging profile. 

Scenario 

(efficiency-profile) 

Annual Demand 

Peak 

Demand 

Profile 

Figure 5-3 

Space 

Heat 

(TWh) 

Road 

Transport. 

(TWh) 

Remaining 

Electricity 

(TWh) 

Total 

Electrified 

(TWh) 

Total 

Electrified 

(GW) 

LOW-PEAK (A) 14 

14.4 25.7 

54.2 12.1 

HIGH-PEAK (B) 4.3 44.5 9.1 

LOW-UNIFORM (C) 14 54.2 10.3 

HIGH-UNIFORM (D) 4.3 44.5 6.8 

 

The total electrified demand differs exclusively between the HIGH and LOW scenarios 

because space heat demand depends on the heating system efficiency. The annual road 

transportation and remaining electricity demand remain constant between scenarios. The 

peak demand in the right column of Table 5-1 is the maximum demand that occurs in any 

hour of the given scenario. The varying peak demand demonstrates the difference between 

PEAK and UNIFORM scenarios that occurs in spite of their equal annual demand. 

Figure 5-3 shows the total hourly electricity demand over the course of the year in the left 

column. The center and right columns respectively show the stacked components of the 

total electricity demand during a high heat demand period (January) and a low heat demand 

period (July). 
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Figure 5-3. Assumed electricity demand profiles for Metro Vancouver with electrified space 

heat and road transportation. Rows show combinations of LOW- or HIGH-efficiency space 

heat demand, with PEAK- or UNIFORM road transportation demands that charge battery-

electric vehicles. The left column shows the electrified total hourly demand for the year 

2016. The middle column shows the first seven days of January with relatively high space 

heat energy demand. The right column shows seven days in July with relatively low space 

heat demand. 

5.2.4 Electricity generation 

Rural generation technologies include hydro, wind and ground solar. Urban generation 

technologies include rooftop solar and waste-to-energy. Generation technologies are 

limited by maximum installed capacity, maximum annual electricity production, or both. 

Hydro and rooftop solar are limited by capacity. Hydro and waste-to-energy are limited by 

maximum annual electricity production. Waste-to-energy is dispatchable. Wind and solar 

generate electricity via pre-determined hourly profiles. 
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Capital costs and operation and maintenance costs are the minimum costs forecast by 

the US National Renewable Energy Laboratory’s (NREL) Annual Technology Baseline 

(National Renewable Energy Laboratory, 2018). This study applies the 2050 cost forecasts. 

Very small variable operation and maintenance costs define the order in which surplus 

electricity production is attributed to the non-dispatchable variable renewable generators 

wind, ground solar and rooftop solar. Wind produces surplus first, then ground solar, then 

rooftop solar. 

Hydro is modelled via a partially flexible, partially exogenous dispatch profile to simplify 

the complex operating constraints observed by British Columbia’s large hydro and run-of-

river power stations. Real-world operating constraints include snowmelt-driven water 

inflows, minimum water discharge rates or flood control. In fiscal 2015, BC Hydro 

generated 60 TWh of electricity (BC Hydro, 2013b). This study estimates that ~ 41 TWh 

were dispatched to meet operating constraints rather than electricity demand; an estimated 

19 TWh were freely dispatchable (BC Hydro, 2017). The model represents hydro as two 

separate hydro-flex and hydro-must run generation technologies. Hydro-flex represents the 

dispatchable share of hydro energy and capacity. Hydro-must run generates electricity 

according to an estimated exogenous monthly profile listed in Table 5-2. The model-

exogenous capacities and maximum hourly capacity factors of hydro-flex and hydro-must 

run constrain total hydro generation in any hour to the 12,928 MW of total installed large 

hydro and run-of-river capacities observed in 2015 (BC Hydro, 2013b). All energy and 

power capacities listed in the paragraph are scaled Metro Vancouver’s population share of 

53%. The model must install and cannot exceed the exact exogenous hydro capacity. Hydro 

capital costs add to the net present system costs. Hydro’s assumed lifetime is 80 years. 
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Table 5-2. Estimated monthly minimum capacity factors of hydro generation in British 

Columbia (BC Hydro, 2017). Generation peaks in June and July when snowmelt freshet 

inflows dominate.  

Month Capacity Factor [%] 

January 31 

February 29 

March 29 

April 31 

May 43 

June 47 

July 47 

August 43 

September 37 

October 35 

November 31 

December 31 

 

Wind power capacity is unlimited. The exogenous hourly wind profile is the hourly mean 

capacity factor of four randomly author-selected wind sites located in southern, central, 

coastal, and eastern British Columbia. The wind profiles are taken from the Pan-Canadian 

wind integration study (GE Energy Consulting, 2016). The annual mean capacity factor is 

35.6%. 

Ground solar capacity is unlimited. The exogenous hourly ground solar profile is the hourly 

mean capacity factor of simulated 1-axis tracking systems located in Kamloops, Cranbrook 

and Victoria in British Columbia. All locations are weighted equally. The ground solar 

profiles are taken from NREL’s PV Watts (National Renewable Energy Laboratory, 2013). 

The annual mean capacity factor is 24.3%. 

Urban rooftop solar capacity in Metro Vancouver is limited to 8.8 GW-AC assuming a 1.1 

DC/AC ratio and 63.4 km² of available rooftop area. This maximum capacity is based on 

available rooftop potential assessed by Google’s Project Sunroof in King County, WA, 

USA (Google, 2018), and has been scaled by population. Project Sunroof applies digital 

elevation data and overhead imagery to optimally place 250 W panels on building rooftops 

that meet several technical potential criteria. Criteria include a minimum 2 kW capacity 

per rooftop, 75% minimum irradiance in comparison to optimum, and a maximum 60° roof 

pitch angle. Panel placements are set back from rooftop edges and exclude most shaded 
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areas and obstacles. King County contains the City of Seattle and several smaller towns, 

with a total population of 2,188,649 persons (U.S. Census Bureau Population Division, 

2018). King County is located ~180 km south of Vancouver. Geographic similarities 

including its seaside location, a dense city center, and sprawling suburbs make King 

County a viable proxy to Vancouver. The exogenous hourly rooftop solar profile is the 

capacity factor of a simulated fixed-tilt system located in Vancouver, British Columbia. 

The profile is taken from NREL’s PV Watts (National Renewable Energy Laboratory, 

2013). The annual mean capacity factor is 14.2%. 

Urban waste-to-energy is limited by maximum annual electricity production. The available 

fuel is based on municipal, landfill, agricultural, pulp mill and waste water feedstocks. 

Hallbar Consulting (2017) estimates 11.9 PJ to be available at costs of up to 28 $/GJth in 

British Columbia. That available energy is scaled by population to Metro Vancouver and 

converted to 1.75 TWh of thermal energy or 0.33 TWh of electricity at 19% generator 

efficiency (Energy Information Administration, 2018). Waste heat recovery is not included 

in this study. 

5.2.5 Electricity Storage 

Electricity storage technologies provide flexibility to temporally balance electricity supply 

and demand. Storage technologies can store electric energy up to their installed energy 

capacity. Storage technologies can generate power to supply demand, or demand power to 

increase stored energy, up to the installed power capacity. The electricity system 

optimization determines energy and power capacity independently of each other. 

This study includes rural pumped storage and urban battery storage. Both storage options 

are limited by energy capacity. Power capacity is unlimited. The rural land area impact of 

pumped storage is exclusively dependant on the installed energy capacity, because 

significant water reservoir area must be designated towards energy storage. Installed power 

capacity does not impact rural land area, because the power capacity determining turbines 

of pumped storage systems require insignificant amounts of land area in comparison to the 

reservoir. 
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Rural pumped storage is limited to 696 GWh, based on a geographic information 

analysis conducted by Knight Piésold Ltd. (2010). That study identified 121 potential fresh 

water sites (Figure 5-1) in the lower mainland of British Columbia with energy capacities 

of 3 or 6 GWh. The assumed operational lifetime is 80 years. 

Urban battery storage does not impact land area. Battery storage is inspired by the Tesla 

Power Wall 2, a wall-mounted lithium-ion battery with an energy capacity of 13.5 kWh 

(Tesla, 2019). The 125 kg mass and 0.13 m³ volume device is designed for commercial and 

residential use. This study exogenously limits battery storage energy capacity to 33.3 GWh, 

equivalent to one Tesla Power Wall 2 per person in Metro Vancouver. The assumed 

operational lifetime is 10 years, equivalent to the manufacturer’s warranty period. 

Capital costs apply to power and energy capacity separately. Capital costs for both storage 

technologies are based on Schmidt et al. (2019), who forecast capital costs of several 

storage technologies between 2015 and 2050 using experience curves. Power and energy 

capacity cost forecasts for 2050 and 2030 are listed in Table 5-3. This study applies 2050 

costs; 2030 costs are listed for reference. This study does not apply storage operating costs. 

The state of charge of either storage technology must be the same at the beginning and at 

the end of the one-year modelling period. The initial state of charge is chosen by the model. 

Both storage technologies operate without efficiency losses to reduce computational 

complexity. 

Table 5-3. Forecasted costs for installing power and energy capacity of storage technologies 

(Schmidt et al., 2019). The electricity system optimization determines energy and power 

capacity independently of each other. The total cost of storage is the sum of installed power 

and energy capacity costs.  

 Power [M$/GW] Energy [M$/GWh] 

Technology | Year 2050 2030 2050 2030 

Pumped Storage 1152 1129 82 80 

Battery Storage 95 156 112 184 

 

5.2.6 Rural land area impacts of electricity generation and storage technologies 

All rural technologies impact rural land area. This study defines rural land area impact 

(RLAI) as the physical footprint of the infrastructure and the spacing between devices 
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typically located in rural areas. The spacing is the area between turbines of a wind farm, 

the arrays of a solar farm, and includes reservoir areas of hydro and pumped storage 

facilities. 

Capacity dependant RLAIs are listed in Table 5-4. Generation technologies impact rural 

land area based on their installed power capacity. Storage technologies impact rural land 

area based on their installed energy capacity. RLAI of wind and ground solar is derived 

from (Trainor et al., 2016) and based on a comprehensive review of literature and 

discussion available in Palmer-Wilson et al. (2019). RLAI of hydro and pumped storage 

are based on data specific to British Columbia. Hydro RLAI is based on the 3093 km² total 

reservoir area on crown land licensed to BC Hydro (Government of British Columbia, 

2019) divided by the 12,928 MW of total installed large hydro and run-of-river capacities 

observed in 2015 (BC Hydro, 2013b). RLAI of pumped storage is based on a geographic 

information analysis of 121 potential fresh water sites in the lower mainland of British 

Columbia (Knight Piésold Ltd., 2010). The data includes upper and lower reservoir areas 

for each site ranging from 0.06 to 37.2 km²/GWh. In this study pumped storage RLAI is 

6.67 km²/GWh, the mean sum of upper and lower reservoir areas. 
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Table 5-4. Rural land area impact specific to electricity generation and storage 

technologies. Only rural technologies impact rural land area. Urban technologies do not 

impact additional land. Underlined values are applied in this study. Other values are 

provided for a sense of range.  

Generator Technology Type 
Power Capacity RLAI 

(km²/GW) 
Rationale and Source 

Percentile  25th Median 75th  

Hydro Rural - 239.2 - 

(Government of British 

Columbia, 2019) 

(BC Hydro, 2013b) 

Large-Scale Wind Rural 202.3 368.3 465.4 (Trainor et al., 2016) 

Ground Solar Rural 28.2 34.4 38.9 (Trainor et al., 2016) 

Rooftop Solar Urban 0 0 0 No additional land needed 

Waste-To-E Urban 0 0 0 Use of urban waste stream 

      

Storage Technology  
Energy Capacity RLAI 

(km²/GWh) 
 

Range  min Median max  

Pumped Storage Rural 0.06 6.67 37.2 (Knight Piésold Ltd., 2010) 

Battery Storage Urban 0 0 0 
Urban residential & 

commercial wall mount 

 

5.3 Results 

This study investigates the rural land area impact (RLAI) associated with electricity 

generation and storage capacity required to supply electrified Metro Vancouver. This 

section compares cost-optimal electricity generation and storage systems for a broad range 

of exogenously defined land impact costs (LIC). The results describe electricity systems 

that supply the HIGH-PEAK or LOW-PEAK electrified demand using forecasted 2050 

technology costs. The HIGH-UNIFORM and LOW-UNIFROM scenarios change system 

characteristics insignificantly and are not investigated further. 

Figure 5-4 shows characteristics of systems optimized for a given LIC. LIC increases 

exponentially from left to right on the horizontal axes for all plots. The system 

characteristics plotted on the vertical axes include technology-specific power capacity and 

storage energy capacity (top row), annual electricity generation and share of demand 

supplied by urban energy production (center row), and rural land area impact and net 

present system costs (bottom row). Net present system costs do not include land impact 
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costs. The left column represents the lower electricity demand (HIGH-efficiency space 

heat scenario). The right column represents the higher electricity demand (LOW-efficiency 

space heat scenario). PEAK means electric vehicle charging peaks in evening hours. Note 

that hydro is constant across all LICs and exogenously set to the values observed in 2016. 

The model cannot deviate from those historical values. These plots reveal six important 

findings. 
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Figure 5-4. Electricity system compositions that can supply Metro Vancouver’s electrified 

demand assuming evening-peaking transportation demand and HIGH-efficiency (left 

column) or LOW-efficiency space heating (right column). Rows show installed power 

capacity of generation and storage technologies (top row – left axis), energy capacity of 

storage technologies (top row – right axis), annual electricity generation by technology 

(center row – left axis), the share of annual demand supplied by urban energy production 

(center row – right axis), rural land area impact by generation and storage technologies 

(bottom row – left axis), and net present system costs (bottom row – right axis). Area plots 

are stacked and refer to left axes. Line plots are not stacked and refer to right axes. Urban 
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technologies appear dotted. Surplus electricity production appears diagonally hatched. 

Land impact costs on the horizontal axes increase logarithmically from 0.01 M$/km² on the 

left to 31.6 M$/km² on the right. 

First, the composition of the optimal electricity supply system depends on LIC. A change 

in LIC changes the optimal system non-linearly. As LIC increases, technologies are 

gradually replaced. Abrupt replacements do not occur. In the HIGH-PEAK scenario, 

optimal systems include wind and pumped storage only at low LICs, and rooftop solar and 

waste-to-energy only at high LICs. All optimal systems include ground solar and battery 

storage in the HIGH-PEAK scenario. In the LOW-PEAK scenario, optimal systems include 

wind only at low LICs, and rooftop solar only at high LICs. All optimal system include 

ground solar, waste-to-energy, battery storage, and pumped storage in the LOW-PEAK 

scenario.  

Second, increasing LIC increases the total installed power capacity. The increase is caused 

by substituting wind with ground solar and then rooftop solar; each substituting technology 

has a lower capacity factor than the previous technology. In the HIGH-PEAK scenario 

Figure 5-4(a), the initial installed power capacity increases by 64% from 14.9 to 24.4 GW. 

Ground solar fully replaces the initial 2.2 GW of wind at 0.4 M$/km² LIC. Rooftop solar 

starts replacing ground solar at 2.5 M$/km² LIC until rooftop solar reaches the exogenous 

maximum 8.8 GW at 5.6 M$/km² LIC. In the LOW-PEAK scenario Figure 5-4(b), the 

initial power capacity increases by 97% from 21.7 to 42.8 GW with similar technology 

replacement trends. The initial 4.6 GW of wind are extinguished at 2.5 M$/km² LIC. 

Rooftop solar expands from zero to 8.8 GW between 2.8 and 4.5 M$/km² LIC. 

Third, the optimal choice of storage technologies and their installed energy and power 

capacities vary with LIC. Increasing LIC increases the total storage power capacity 

monotonically in both scenarios, but the total energy capacity trends differ significantly 

between scenarios. In the HIGH-PEAK scenario Figure 5-4(a), total energy capacity 

increases almost monotonically by a factor of 2.8 from 11.9 to 33.3 GWh between 0.01 

and 5.6 M$/km² LIC, with varying contributions from individual technologies. First, 

pumped storage energy capacity increases by a factor of 2.6 from 7.7 GWh at 0.01 M$/km² 
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LIC to the maximum 20.4 GWh observed at 0.35 M$/km² LIC. This increase in energy 

capacity coincides with declining wind and its substitution with ground solar, because 

eliminating wind increases the system’s overall variability of hourly power generation. 

Next, increasing LIC further extinguishes pumped storage and increases battery storage 

gradually. This gradual increase in battery storage capacity coincides with declining 

ground solar power capacity. Substitution of ground solar with rooftop solar then increases 

battery energy capacity more rapidly until battery energy capacity reaches the exogenous 

maximum of 33.3 GWh at 5.6 M$/km². In the LOW-PEAK scenario Figure 5-4(b), total 

energy capacity decreases from 60.6 to 30.5 GWh between 0.01 and 0.4 M$/km² LIC, then 

increases to 47.0 GWh at 3.5 M$/km² LIC, followed by a slight decline to 46.3 GWh at 5.6 

M$/km² LIC. The initial decline of total energy capacity is caused almost exclusively by 

pumped storage capacities that decrease rapidly from 51.9 GWh at 0.01 M$/km² LIC until 

pumped storage energy capacity reaches the minimum value of 0.1 GWh to accommodate 

the rising cost of impacting land. Battery storage substitutes diminishing pumped storage 

until battery energy capacity reaches the exogenous maximum 33.3 GWh at 0.7 M$/km² 

LIC. Once battery storage reaches the maximum, pumped storage energy capacity 

increases until it remains constant at 12.9 GWh. 

Fourth, all optimal systems produce surplus electricity that exceeds demand. In the HIGH-

PEAK scenario Figure 5-4(c), increasing LIC increases surplus generation from 1 TWh at 

0.01 M$/km² LIC to the maximum observed 3.9 TWh at 0.4 M$/km² LIC. This surplus is 

equivalent to 2.3% and 8.8% of the 44.5 TWh annual demand. In the LOW-PEAK scenario 

Figure 5-4(d), increasing LIC increases surplus generation from 2.9 TWh at 0.01 M$/km² 

LIC to the maximum observed 21.5 TWh at 4.5 M$/km² LIC. This surplus is equivalent to 

5.3% and 39.5% of the 54.2 TWh annual demand. This higher surplus generation in the 

LOW-PEAK scenario is caused by the temporal mismatch between the space heating 

demand in winter and high solar generation in summer. It is LIC-effective to install more 

solar capacity and generate surplus than it is to add additional storage capacity. 

Fifth, rooftop solar can generate a significant share of the urban energy demand while 

waste-to-energy generation is negligible. In Figure 5-4(c) and (d) rooftop solar generates 
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10.0 TWh in the HIGH-PEAK and 10.7 TWh in the LOW-PEAK scenario. Waste-to-

energy generates an additional 0.3 TWh at most in both scenarios because feedstocks are 

limited to 6.3 PJ thermal energy and the assumed 19% thermal to electric efficiency is 

relatively low. The total generation of these two urban technologies leads to a maximum 

share of urban electricity generation of 23.3% in the HIGH-PEAK, and 20.4% in the LOW-

PEAK scenario. Note that surplus generation is assigned first to wind, then ground solar, 

then rooftop solar. Achieving the aforementioned shares of urban electricity generation 

requires arbitrarily assigning surplus generation to ground solar before rooftop solar. 

Sixth, increasing LICs reduces RLAIs and increases NPCs, but this trade-off is non-linear 

and increasing LIC to reduce RLAI has diminishing returns. In the HIGH-PEAK scenario 

Figure 5-4(e), RLAI decreases by 37.7% from 2635 km² to the minimum 1720 km² at 14.1 

M$/km² LIC; simultaneously, NPCs increase by 39.6% from 2.53 to the maximum 3.55 

B$ at the same LIC. The non-linearity of the RLAI/NPC trade-off is exemplified by the 

optimal system at a LIC of 1 M$/km² which impacts 1912 km² of rural land area at a 2.72 

B$ NPC in the HIGH-PEAK scenario. This trade-off is equivalent to an RLAI reduction 

of 27.4% at a NPC increase of 7.5% in comparison the optimal system at 0.01 M$/km² 

LIC. In the LOW-PEAK scenario Figure 5-4(f), RLAI decreases by 41.2% from 3853 km² 

to the minimum 2264 km² at 4.5 M$/km² LIC; simultaneously, NPCs increase by 40.3% 

from 3.58 to 5.02 B$ at the same LIC. In both scenarios hydro RLAI is constant at 1650 

km², equivalent to the BC Hydro’s licensed reservoir area attributed Metro Vancouver’s 

population. 

5.4 Discussion 

This study investigates the rural land area impact (RLAI) of supplying the electrified 

energy demand of the Metro Vancouver Regional District in Canada with electricity from 

renewable sources. The total electrified demand includes historical electricity demand, and 

the electricity-equivalent of fossil fuels consumed in the space heat and road transportation 

sectors in 2016. A one-year capacity expansion and dispatch model reveals a broad range 

of feasible electricity system compositions, net present costs, and their rural land area 

impacts. Two demand scenarios are presented and differ in their assumed efficiency of 
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electrified space heat technology. The HIGH-PEAK scenario assumes deployment of 

high-efficiency heating resulting in a 44.5 TWh total electrified demand. LOW-PEAK 

scenario assumes deployment of low-efficiency heating resulting in a higher 54.2 TWh 

total electrified demand. Electrification therefore increases the 30 TWh electricity demand 

observed in 2016 by 48% to 81%. Both scenarios assume evening-peaking electrified 

transportation demand. Peak demands are 9.1 and 12.1 GW in the HIGH-PEAK and LOW-

PEAK scenario, respectively. 

Electrification of space heat and road transportation in Metro Vancouver requires 

designating between 70 and 2203 km² of additional rural land area to renewable electricity 

generation and storage, excluding transmission. Each of Metro Vancouver’s 2.4 million 

residents would impact between 29 and 918 m² of additional rural land area. This area 

needs to be added to the existing 1650 km² hydro reservoir area attributed to Metro 

Vancouver’s population, assuming that 53% of reservoir areas on crown land licensed to 

the utility BC Hydro supply Metro Vancouver. The maximum necessary additional RLAI 

of 2203 km² assumes transitioning space heat technology to low efficiency electric 

resistance heaters and designating 1681 km² to wind (4.6 GW), 176 km² to ground solar 

(5.1 GW), and 346 km² to pumped storage (1.8 GW / 51.9 GWh). Additionally, waste-to-

energy (0.5 GW) and battery storage (2.8 GW / 8.7 GWh) need to be deployed in the urban 

area. The minimum feasible additional RLAI of 70 km² requires transitioning space heat 

technology to high efficiency heat pumps and designating all 70 km² to ground solar (15.3 

GW). Additionally, 33.3 GWh of battery energy storage capacity (one Tesla Power Wall 2 

with 13.5 kWh of capacity per Metro Vancouver resident) and 8.8 GW of rooftop solar on 

all viable rooftops in Metro Vancouver (63.4 km² - not included in RLAI) need to be 

deployed in the urban area. However, energy system planners can choose a range of 

technology options that impact additional rural land area anywhere in between the 

minimum feasible and maximum necessary RLAI. 

Options to reduce RLAI include 1) increasing the efficiency of the electric space heating 

technology, and 2) selecting generation and storage technologies that impact a smaller rural 

land area, or deploying urban technologies, but at a higher total system cost. 
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The efficiency of the space heating technology significantly affects RLAI, generation 

and storage capacity requirements, and system costs. High efficiency heat pumps with a 

coefficient of performance (COP) of 3.5 reduce the annual electrified demand by ~18% or 

~9.7 TWh. For perspective, the observed provincial average COP for residential electric 

heating was 1.08 in 2016 (Natural Resources Canada, 2019). The higher efficiency heating 

technology reduces additional RLAI by 55% or 1218 km² and the net present system costs 

by 29.3% (excluding the cost of deploying heat pumps). The higher efficiency has this 

significant impact on RLAI and costs because the space heat demand is negatively 

correlated with hydro and solar generation. Space heat demand occurs almost exclusively 

in the cold winter months November to February. Natural water inflows into the existing 

hydro system dominate in June and July and only ~1/3 of hydro’s annual electricity 

generation can be dispatched flexibly. Solar generation also dominates in summer months. 

Supplying the higher winter demand therefore requires installing additional power and 

energy capacity. The additional power capacity increases surplus electricity generation 

from 4.1% to 10.9% of annual demand, but is more cost-effective than increasing storage 

energy capacity further. Space heating-related efficiency measures can therefore 

significantly reduce RLAI. 

Additional RLAI reduction is possible at small additional costs, because the trade-off 

between RLAI and costs is non-linear. In the HIGH-PEAK scenario, eliminating wind and 

pumped storage while designating 262 km² to ground solar reduces the total additional 

RLAI by 73.4% while net present system costs increase by 6.5%. The RLAI reduction 

exceeds costs significantly because wind RLAI includes the space between turbines. This 

spacing requirement renders wind RLAI an order of magnitude larger than the RLAI of 

ground solar. Further reducing RLAI to the minimum feasible 70 km² substitutes lower-

cost ground solar with higher-cost rooftop solar and waste-to-energy capacity. This 

substitution requires additional battery storage capacity. This system composition reduces 

additional RLAI by 92.9%, but increases net present system costs by 27.7%. This non-

linear trade-off between RLAI and costs is significant because policy makers can choose 

the desired electricity system composition and determine the associated system costs and 

the required land area. 
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The minimum feasible RLAI is limited by urban renewable energy resources. The 

highest cost-optimal system generates 23.3% of annual demand from the urban sources 

rooftop solar and waste-to-energy, but rooftop solar provides the majority of that share. 

Waste-to-energy supplies a mere 0.7% of annual demand. These findings match previous 

work that found rooftop solar can supply at most 36% of the annual electricity demand in 

Wroclaw, Poland (Jurasz et al., 2019), 61% in Oeiras, Portugal (Amado and Poggi, 2014), 

or 38% in Lethbridge, Canada (Mansouri Kouhestani et al., 2019). Only select Peruvian 

cities feature sufficient rooftop area and solar radiation to supply the relatively low present-

day electricity demand (Bazán et al., 2018). The low waste-to-energy potential also 

matches previous work. Waste-to-energy could provide at most 2.1% of the 2014 energy 

demand in Kampala, Uganda (Munu and Banadda, 2016). Additional urban sources are 

needed to further reduce the rural land area impact. These might include small-scale 

rooftop wind power or geothermal energy. However, these sources were not included in 

this study because these resources likely offer limited potential in Metro Vancouver. Small-

scale wind is feasible only in the windiest cities (Mithraratne, 2009) and on the tallest 

buildings in the urban environment (Millward-Hopkins et al., 2013). Geothermal energy is 

limited to serving ground-source heat pumps in most cities (Kammen and Sunter, 2016), 

and this technology faces significant earthquake risks in urban areas (Kraft et al., 2009). 

All scenarios and system compositions require significant storage energy capacity to 

balance intra-annual supply and demand. The largest observed energy storage capacities 

are 51.9 GWh for pumped storage and the exogenous maximum 33.3 GWh for battery 

storage. Installing this pumped storage capacity would require developing nine of the 121 

potential sites investigated by Knight Piésold Ltd. (2010). The largest currently existing 

pumped storage facility in Bath County, Virginia provides 24 GWh and the cumulative 

global pumped storage energy capacity was 1389 GWh in 2013 (Schmidt et al., 2017). 

Deployment of the required pumped storage capacity is feasible with present-day 

technology. Installing the 33.3 GWh of battery energy storage is significantly more 

challenging. The cumulative global energy capacity of stationary lithium-ion batteries for 

residential and utility applications was only 3.43 GWh in 2017. Although market 

investments forecast a cumulative global capacity between 3239 and 4162 GWh for 2050 
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(Schmidt et al., 2017), installing 33.3 GWh of battery storage would represent between 

1.0% and 0.8% of the global market share to provide low-carbon electricity to a much 

smaller share of the global population. This comparison exemplifies the high value of 

dispatchable electricity generation resources that can potentially lower the required energy 

storage capacity. 

In this study, energy and power capacity of storage technologies are determined 

independently of each other. Across all determined electricity system compositions, 

storage durations (energy to power capacity ratios) range from 7.6 to 28.4 h for pumped 

storage and from 2 to 7.7 h for battery storage. These durations are in line with technology 

performance characteristics. Discharge duration collected by Schmidt et al. (2019) range 

from 1 to 24 h for pumped storage and from 0.25 to 5 h for lithium-ion batteries. However, 

the electricity system model applied in this work examines a snapshot for a single year due 

to limited demand data availability. Assessing a range of temporal demand and supply 

profiles may render more comprehensive insight into required storage capacity and 

duration. This area warrants further study. 

The method of determining the full range of renewable energy related RLAIs of 

electrification using the most abundant renewable sources is an improvement upon 

previous approaches. Previous work assesses the RLAI of urban renewable energy 

requirements for prescribed system compositions and limits the technology options to 

rooftop and ground-mounted solar with battery storage (Arcos-Vargas et al., 2019), or 

compares annual energy supply and demands without considering the need for storage 

(Bazán et al., 2018; Munu and Banadda, 2016). Others may underestimate storage 

requirements by using monthly average wind and solar generation profiles (Bagheri et al., 

2018). No previous study accounts for the land requirements of pumped storage reservoirs. 

These differences in methods make comparison of RLAI found in this and previous work 

challenging. 

The work presented here has several limitations. First, Metro Vancouver’s energy demand 

is scaled from values available for British Columbia, but hydro supply is scaled from values 
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available by the utility BC Hydro. BC Hydro represents a large share but not all hydro 

resources available within the province. 

Second, this study does not account for impacts of electricity trade. In 2016, BC Hydro 

net-exported 5.4 TWh (BC Hydro, 2019), which is equivalent to ~10% of the annual 

provincial demand. However, British Columbia has been a net electricity importer in 7 of 

the 11 years between 2005 and 2015 (Canada Energy Regulator, 2015). British Columbia’s 

multi-year storage capacity provides arbitrage opportunities that generate significant 

revenues for the province. Investigating the impacts of electrification on electricity trade 

warrants further study. 

Third, BC Hydro has surplus energy to potentially accommodate some electrification 

demand without requiring expansion of supply. The dammed hydropower project Site C 

will add 5 TWh and 1.1 GW of energy and power capacity in 2024. Demand side 

management measures could save ~ 5 TWh of annual demand. However, assessing the 

potential to accommodate electrification without expansion of supply is challenging, 

because publicly available information on present-day demand and supply varies by several 

TWh. Mismatched information sources include the Balancing Authority Load, BC Hydro’s 

Revenue Rate Applications, Annual Service Plan Reports, and Resource Plans. Those 

sources draw different boundaries around the electricity system and insufficiently 

document those boundaries. 

Fourth, the determined RLAI may be optimistic. The electricity system model operates 

with perfect foresight of variable demand and supply, and does not include efficiency 

losses between charging and discharging energy storage technologies. Supplementing 

operating and efficiency losses may require additional energy storage and power generation 

capacities that might impact additional rural land area. Furthermore, additional low-carbon 

energy sources are needed to reduce greenhouse gas emissions beyond the space heat and 

road transportation sectors. The industrial sector and the airline, marine and railway 

transportation sector energy demands are not included in the 100% renewable energy plans 

adopted by the City of Vancouver, and are not represented in this study. Therefore, 

significant additional emission reduction efforts are needed to meet net-zero emission 
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targets by mid-century. Future work may opt to include all economic activity of urban 

areas to improve estimates of land area impacts associated with large-scale decarbonization 

via electrification with renewable energy sources. 

5.5 Conclusion 

Global energy consumption in cities will continue to increase in the coming decades as a 

growing number of people will move to and live in urban areas. With urban areas already 

consuming 64% of global primary energy and emitting 70% of global greenhouse gas 

emissions in 2013 (International Energy Agency, 2016), local municipal efforts to 

decarbonizing energy sources are indispensable to mitigate the global climate change 

(United Nations Human Settlement Programme, 2011). Investments into wind, solar, and 

hydro power deployment are expanding exponentially (International Energy Agency, 

2018) and cities around the globe plan to decarbonize large sections of their economies 

with these renewable sources. Unfortunately, renewable energy sources require 

significantly more land area than fossil fuels to generate equivalent amounts of electricity 

(Palmer-Wilson et al., 2019). Decarbonizing the non-electric sectors by substituting their 

fossil fuels with low-carbon electricity adds to the electricity demand. Designating 

sufficient land area to meet the growing urban demand may pose a barrier to the rapid 

expansion of renewable generation capacity needed to reduce emissions to net-zero by mid-

century. 

This study quantifies the rural land area impacts of urban renewable energy demands. A 

broad range of electricity generation and storage systems source renewable energy from 

urban and rural areas to supply all electricity, and electrified space heat and road 

transportation energy demands in the Metro Vancouver Regional District in Canada. The 

systems differ in their assumed cost to impact rural land area. Higher land impact costs 

result in systems that impact a smaller area by deploying more compact or urban 

technologies. This approach renders the full range of lowest-cost electricity supply systems 

between the maximum necessary and minimum feasible rural land area impact. 

Five main conclusions can be drawn from the results of this study. First, electrifying Metro 

Vancouver’s space heat and road transportation sectors with renewable sources will require 



 

 

104 

designating additional rural land area to electricity generation. This additional area 

ranges from 70 to 2203 km², excluding land required for transmission. This area needs to 

be added to the 1650 km² of reservoir area licensed to BC Hydro and attributed to Metro 

Vancouver’s population. 

Second, the efficiency of the deployed space heating technology significantly affects the 

additional rural land area impact. Increasing the average coefficient of performance from 

1.08 to 3.5 reduces the annual demand by 18% but reduces the additional rural land area 

impact by 55%, reduces the net present system cost of generation and storage technologies 

by 29%, and reduces energy capacities of battery and pumped storage by 52% and 85%. 

Space heating has this large effect because heating demand dominates in winter months 

and negatively correlates with hydro and solar resources dominating in summer months. 

Third, rural land area impacts can be further reduced by deploying more compact but 

higher-cost rural or urban generation and storage technologies. The relationship between 

reducing the area and bearing a higher net present system cost is non-linear and land area 

can be reduced significantly for relatively small increases in cost. Substituting wind with 

ground solar, then rooftop solar reduces the land area but increases total installed capacity 

and energy storage requirements. Limiting additional generation to ground solar reduces 

the additional rural land area impact by 73% while increasing costs by 6.5%. Deploying 

urban rooftop solar, waste-to-energy and battery storage can reduce additional rural land 

area impacts by 93% to 70 km², which is the minimum feasible area, but the net present 

system costs increase by 28%.  

Fourth, Metro Vancouver could avoid all rural land area impacts if the minimum feasible 

70 km² of ground solar could be deployed within the 2,883 km² of land in its jurisdiction. 

However, this would also require installing a 13.5 kWh battery for each of the 2.4 million 

residents of Metro Vancouver. Other urban energy sources, rooftop solar and waste-to-

energy, can provide only a fraction of the electrified demand. Rooftop solar can provide 

~23% of Metro Vancouver’s electrified demand by utilizing all feasible rooftop areas (63.4 

km²) to install 8.8 GW. The waste-to-energy contribution is negligibly small. 
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Fifth, significant additional energy storage capacity is required to balance variable 

renewable sources with demand, in spite of British Columbia’s flexible hydro capacity. 

Additional dispatchable resources could help reduce the required energy storage capacity.  

This study contributes a method to assessing the rural land area requirements of urban 

renewable energy demands after full electrification of space heat and road transportation 

sectors. Results in this study are applicable to cities beyond Metro Vancouver, because the 

large share of hydro power is approximately equivalent to historic electricity demand. The 

additional electrification demand must be supplied by expansion of new electricity 

generation and storage technologies. The large range of assessed land area impacts 

demonstrates that energy policy can significantly shape the future impact of urban energy 

demand on the rural lands. This policy choice is relevant because the land and landscape 

impacts of renewable energy infrastructure may pose a barrier to rapid deployment. The 

demonstrated relationship between reducing the rural land area impacts and increasing the 

net present system cost shows that this trade-off is strongly non-linear and significant 

reductions can be achieved at little extra cost. This trade-off can help mitigate concerns of 

land and landscape change, and help municipal decision makers strike the balance between 

local land impacts and global climate change mitigation efforts by making an informed 

choice on feasible energy supply systems and their consequences. 

5.6 Supplementary Information – Creating hourly electrified demand data 

Electrified demand is the sum of all electricity demands after fully electrifying space heat 

and road transportation in the Metro Vancouver Regional District, British Columbia, 

Canada. Equation (5.1) defines the annual total electrified demand 𝐸𝐷 as the sum of 

electricity-equivalent space heat 𝐸𝐻 and road transportation energy 𝐸𝑇 demands, and the 

remaining electricity demand 𝐸𝐸 observed in the year 2016. 

𝐸𝐷 = 𝐸𝐻 + 𝐸𝑇 + 𝐸𝐸 (5.1) 

The following four sections describe the method of estimating the total electrified demand. 

The first section demonstrates a generalized form of converting annual energy demands 
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between technologies or fuels, and their temporal representation by introducing a 

normalized demand profile. The second, third, and fourth section describe the application 

of the conversion and temporal representation for the space heating, road transportation 

and remaining electricity, respectively. Each of the latter sections first define the specific 

sector demands mathematically, then describe the annual demand estimate, and then 

describe the hourly profile estimate. The space heating section describes the LOW and 

HIGH scenarios. The road transportation section describes the PEAK and UNIFORM 

scenarios. 

5.6.1 Representation of technology conversions and hourly energy demands  

The conversion of energy demand from one technology, or fuel type, to another is 

represented by technology-specific efficiency ratios. The temporal distribution of annual 

demand is represented by a normalized demand profile. Electricity, heat and transportation 

energy demands are all represented in this form as described by equation (5.2). Before 

technology conversion, the observed annual energy demand �̂� provides an energy service 

at an associated observed efficiency 𝜂𝑜𝑏𝑠. After a technology conversion, the same energy 

service is provided using a technology efficiency 𝜂𝑡𝑟𝑎𝑛𝑠, which results in the new (post-

conversion) energy demand 𝐸. Thus, the ratio between the observed efficiency and the 

converted technology efficiency determines the converted annual energy demand 𝐸. Both 

�̂� and 𝐸 are scalar values. 

𝐸 = �̂�
𝜂𝑜𝑏𝑠

𝜂𝑡𝑟𝑎𝑛𝑠
 (5.2) 

Hourly energy demand data is often available as a vector where each element describes the 

demand in that hour. The sum of all vector elements over a year renders the annual energy 

demand. Dividing each vector element by the annual energy demand renders a normalized 

hourly demand profile �⃑� . Any vector element 𝑃𝑖 is the fraction of the annual demand 

observed in hour 𝑖. Thus, the converted energy demand in hour 𝑖 is the product 𝑃𝑖𝐸 or 

𝑃𝑖�̂�
𝜂𝑜𝑏𝑠

𝜂𝑡𝑟𝑎𝑛𝑠
. The annual energy demand can be written as equation (5.3). 
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𝐸 = ∑(𝑃𝑖�̂�
𝜂𝑜𝑏𝑠

𝜂𝑡𝑟𝑎𝑛𝑠
)

𝑖

 (5.3) 

 

5.6.2 Space heat electrification 

This dataset accounts for space heat energy demand in the residential and the commercial 

and institutional (C&I) building sectors. Both sectors consume fossil fuels and electricity. 

Equation (5.4) defines the total space heat demand 𝐸𝐻 as the sum of residential (subscript 

𝑅) and C&I (subscript 𝐶) heat demands. Each sector’s energy demand includes a share of 

electricity (subscript 𝑒) and fossil fuels (subscript 𝑓) with specific observed efficiencies. 

The normalized demand profiles  𝑃𝑅
⃑⃑⃑⃑  and 𝑃𝐶

⃑⃑⃑⃑  are sector-specific but independent of fuel 

type. The converted technology efficiency 𝜂𝐻,𝑡𝑟𝑎𝑛𝑠 remains constant across sectors and fuel 

types, assuming that all space heating is converted to the same type of electric space heat 

technology. 

𝐸𝐻 = ∑(𝑃𝑅,𝑖 [�̂�𝑅,𝑒

𝜂𝑅,𝑒,𝑜𝑏𝑠

𝜂𝐻,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝑅,𝑓

𝜂𝑅,𝑓,𝑜𝑏𝑠

𝜂𝐻,𝑡𝑟𝑎𝑛𝑠
]

𝑖

+ 𝑃𝐶,𝑖 [�̂�𝐶,𝑒

𝜂𝐶,𝑒,𝑜𝑏𝑠

𝜂𝐻,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝐶,𝑓

𝜂𝐶,𝑓,𝑜𝑏𝑠

𝜂𝐻,𝑡𝑟𝑎𝑛𝑠
]) 

(5.4) 

 

5.6.2.1 Annual space heat demand 

The annual energy demands for space heating  �̂�𝑅,𝑒,  �̂�𝑅,𝑓, �̂�𝐶,𝑒, and �̂�𝐶,𝑓 in British 

Columbia are taken from the Comprehensive Energy Use Database (Natural Resources 

Canada, 2019) and scaled to Metro Vancouver by the population ratio of 53% (Statistics 

Canada, 2017). The residential sector’s observed efficiencies 𝜂𝑅,𝑒,𝑜𝑏𝑠 and 𝜂𝑅,𝑓,𝑜𝑏𝑠 are 

weighted by number of systems per technology type installed in the 2016 residential 

building stock across British Columbia (Natural Resources Canada, 2019). Electric 

systems include resistance and heat pump technologies. Fossil fuel systems include natural 
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gas, heating oil, coal and propane consuming technologies. The C&I sectors’ observed 

efficiencies 𝜂𝐶,𝑒,𝑜𝑏𝑠 and 𝜂𝐶,𝑓,𝑜𝑏𝑠 are not available in the Comprehensive Energy Use 

Database and therefore taken to be equivalent to residential sector’s observed efficiencies 

𝜂𝑅,𝑒,𝑜𝑏𝑠 and 𝜂𝑅,𝑓,𝑜𝑏𝑠. 

The scenarios LOW and HIGH define upper and lower bounds for the total annual 

electricity demand of electrified space heaters. LOW and HIGH scenarios differ 

exclusively in their assumed conversion efficiency 𝜂𝐻,𝑡𝑟𝑎𝑛𝑠. The LOW scenario models 

conversion of space heaters to mostly low-efficiency electric resistance technology with a 

mean efficiency of 1.08. This mean efficiency assumes the ratio of electric resistance to 

heat pump installations remains constant in Metro Vancouver. The HIGH scenario models 

exclusive conversion to high-efficiency heat pumps with a seasonal efficiency (coefficient 

of performance) of 3.5 (Jadun et al., 2017). All energy demands and efficiencies used in 

Equation (5.4) are listed in the Applied Value column of Table 5-5. 
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Table 5-5. Space heat annual energy demands, observed efficiencies and converted 

efficiencies for the residential and C&I sectors. The “Source Values” are those values that 

are listed in the “Source” documents. The “Applied Values” determine the electrified space 

heat demand using Equation (5.4). Applied values listed in the Annual Energy Demand 

section of the table have been scaled from British Columbia to Metro Vancouver via their 

population ratio of 53%. The values listed in the efficiencies sections are stock-weighted mean 

efficiencies of electric or fossil fuel type heating systems installed in the 2016 residential 

building stock of British Columbia. 
 

Sector Parameter 

Source 

Value 

Source 

Unit 

Applied 

Value 

Applied 

Unit Source 

A
n

n
u

a
l 

E
n

er
g

y
 

D
em

a
n

d
 

Residential, 

electricity 
�̂�𝑅,𝑒 23.6 PJ 3.50 TWh 

(Natural Resources 

Canada, 2019) 

Residential, 

fossil fuel 
�̂�𝑅,𝑓 41.5 PJ 6.15 TWh 

C&I, 

electricity 
�̂�𝐶,𝑒 6.8 PJ 1.01 TWh 

C&I, fossil 

fuel 
�̂�𝐶,𝑓 41.2 PJ 6.10 TWh 

E
ff

ic
ie

n
cy

, 
o

b
se

r
v

ed
 Residential, 

electricity 
𝜂𝑅,𝑒,𝑜𝑏𝑠 1.08 

kWh/ 

kWh 
1.08 

kWh/ 

kWh (Natural Resources 

Canada, 2019) Residential, 

fossil fuel 
𝜂𝑅,𝑓,𝑜𝑏𝑠 0.84 

kWh/ 

kWh 
0.84 

kWh/ 

kWh 

C&I, 

electricity 
𝜂𝐶,𝑒,𝑜𝑏𝑠 1.08 

kWh/ 

kWh 
1.08 

kWh/ 

kWh 
𝜂𝑅,𝑒,𝑜𝑏𝑠 

C&I, fossil 

fuel 
𝜂𝐶,𝑓,𝑜𝑏𝑠 0.84 

kWh/ 

kWh 
0.84 

kWh/ 

kWh 
𝜂𝑅,𝑓,𝑜𝑏𝑠 

E
ff

ic
ie

n
cy

, 

co
n

v
er

te
d

 

Residential 

and C&I 

𝜂𝐻,𝑡𝑟𝑎𝑛𝑠 

 
1.08 

kWh/ 

kWh 
1.08 

kWh/ 

kWh 

(LOW) 

 𝜂𝑅,𝑒,𝑜𝑏𝑠 

Residential 

and C&I 
𝜂𝐻,𝑡𝑟𝑎𝑛𝑠 3.5 

kWh/ 

kWh 
3.50 

kWh/ 

kWh 

(HIGH) 

(Jadun et al., 2017) 

 

5.6.2.2 Hourly space heat demand profile 

The hourly space heat demand profiles 𝑃𝑅
⃑⃑⃑⃑  and 𝑃𝐶

⃑⃑⃑⃑  differentiate between residential and C&I 

sectors because those building types are used at different times throughout the day and 

year. The top graph in Figure 5-5 shows the temporal distribution of both sectors’ heat 

demands over the course of the year. 

The residential heat demand profile is derived from proprietary residential electricity 

demand data provided by the utility BC Hydro. This hourly demand data spans two years 

from November 2015 to October 2017 and includes 2995 residential dwellings of which 

890 dwellings use electric heating. The distribution of dwelling types is a representative 
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sample of the dwelling population in Metro Vancouver. For each dwelling type the 

hourly space heat demand is the average difference between electrically and non-

electrically heated dwelling demands in any hour where historical ambient temperatures 

are below a heating threshold. This threshold is statistically inferred by a piecewise linear 

regression that minimizes the variance between the predicted load and the observed 

difference between electrical and non-electrically heated dwellings at any given ambient 

temperature.  

The C&I heat demand profile is created from commercial reference building models 

published by the U.S. Department of Energy (NREL, 2011). The reference building models 

include hourly space heat demand for fifteen commercial building types in location-

dependant typified climate conditions. Reference buildings include, e.g. schools, office 

buildings, hotels or restaurants. This study uses reference buildings in climate conditions 

for Bellingham, Washington, U.S.A., which is located ~ 65 km south-southeast of Metro 

Vancouver. Reference building profiles are weighted to approximate the building stock 

surveyed in British Columbia (Table 2.1 in Natural Resources Canada, 2013). 

 

Figure 5-5. Components of the hourly space heat, road transportation and electricity 

demand profiles. The space heat profile consists of a residential and a C&I profile. The road 
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transportation profile is scenario dependant where the PEAK scenario assumes battery-

electric vehicle charging peaks between 5 and 6 p.m. The UNIFORM scenario assumes that 

the battery-electric vehicle charging is temporally distributed to appear constant-rate. The 

gross electricity demand profile is the normalized observed 2016 electricity demand 

published by the British Columbia Balancing Authority (BC Hydro, n.d.). The remaining 

electricity demand profile excludes historically electric space heat energy consumed by the 

residential and the C&I sectors. 

5.6.3 Road transportation electrification 

This dataset accounts for road transportation energy demanded by passenger and freight 

vehicles. Equation (5.5) defines the total transportation energy demand 𝐸𝑇 as the sum of 

the vehicle type-specific transportation energy demands and efficiencies. Vehicle specific 

demands include passenger cars �̂�𝑃𝐶, passenger trucks �̂�𝑃𝑇, light freight trucks �̂�𝐹𝐿, 

medium freight trucks fueled by diesel �̂�𝐹𝑀𝐷, medium freight trucks fueled by gasoline 

�̂�𝐹𝑀𝐺 , and heavy freight trucks �̂�𝐹𝐻. Medium freight trucks are distinguished by fuel type 

because the efficiencies differ between fuels. All other vehicle types rely almost 

exclusively on either gasoline (passenger cars, passenger trucks, light freight trucks) or 

diesel (heavy freight trucks) making their distinction by fuel type negligible. Both the 

observed and the converted efficiencies distinguish between vehicle types because their 

metric (energy consumed per distance traveled) varies significantly between types. The 

normalized hourly demand profile 𝑃𝑇
⃑⃑⃑⃑  represents a single aggregate profile for the entire 

vehicle fleet. 

𝐸𝑇 = ∑(𝑃𝑇,𝑖 [�̂�𝑃𝐶

𝜂𝑃𝐶,𝑜𝑏𝑠

𝜂𝑃𝐶,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝑃𝑇

𝜂𝑃𝑇,𝑜𝑏𝑠

𝜂𝑃𝑇,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝐹𝐿

𝜂𝐹𝐿,𝑜𝑏𝑠

𝜂𝐹𝐿,𝑡𝑟𝑎𝑛𝑠
𝑖

+ �̂�𝐹𝑀𝐷

𝜂𝐹𝑀𝐷,𝑜𝑏𝑠

𝜂𝐹𝑀𝐷,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝐹𝑀𝐺

𝜂𝐹𝑀𝐺,𝑜𝑏𝑠

𝜂𝐹𝑀𝐺,𝑡𝑟𝑎𝑛𝑠
+ �̂�𝐹𝐻

𝜂𝐹𝐻,𝑜𝑏𝑠

𝜂𝐹𝐻,𝑡𝑟𝑎𝑛𝑠
]) 

(5.5) 

 

5.6.3.1 Annual road transportation demand 

The annual road transportation energy demands �̂�𝑃𝐶, �̂�𝑃𝑇, �̂�𝐹𝐿, �̂�𝐹𝑀𝐷, �̂�𝐹𝑀𝐺 , and �̂�𝐹𝐻 in 

British Columbia are taken from the Comprehensive Energy Use Database (Natural 

Resources Canada, 2019) and scaled to Metro Vancouver by the population ratio of 53% 
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(Statistics Canada, 2017). Fossil fuel based road transportation efficiencies 𝜂𝑃𝐶,𝑜𝑏𝑠, 

𝜂𝑃𝑇,𝑜𝑏𝑠, 𝜂𝐹𝐿,𝑜𝑏𝑠, 𝜂𝐹𝑀𝐷,𝑜𝑏𝑠, 𝜂𝐹𝑀𝐺,𝑜𝑏𝑠, and 𝜂𝐹𝐻,𝑜𝑏𝑠 are taken from the Comprehensive Energy 

Use Database (Natural Resources Canada, 2019) in L/100 km and multiplied with fuel type 

specific higher heating values (p. 132 in Statistics Canada, 2019) to calculate energy 

consumed per distance traveled. The battery-electric efficiencies 𝜂𝑃𝐶,𝑡𝑟𝑎𝑛𝑠, 𝜂𝑃𝑇,𝑡𝑟𝑎𝑛𝑠, 

𝜂𝐹𝐿,𝑡𝑟𝑎𝑛𝑠, 𝜂𝐹𝑀𝐷,𝑡𝑟𝑎𝑛𝑠, 𝜂𝐹𝑀𝐺,𝑡𝑟𝑎𝑛𝑠, and 𝜂𝐹𝐻,𝑡𝑟𝑎𝑛𝑠 are taken from Keller et al. (2019b). All 

energy demands and efficiencies used in equation (5.5) are listed in the Applied Value 

column of Table 5-6.  
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Table 5-6. Road transportation annual energy demands, observed efficiencies and 

converted efficiencies per vehicle type. The “Source Values” are those values that are listed 

in the “Source” documents. The “Applied Values” determine the electrified road 

transportation demand using Equation (5.5). Applied values listed in the Annual Energy 

Demand section of the table have been scaled from British Columbia to Metro Vancouver via 

their population ratio of 53%. The applied values listed in the efficiencies sections have been 

converted to a common unit. 

 
Vehicle type Parameter 

Source 

Value 

Source 

Unit 

Applied 

Value 

Applied 

Unit Source 

A
n

n
u

a
l 

E
n

er
g

y
 D

em
a

n
d

 

Passenger cars 

(gasoline) 
�̂�𝑃𝐶 57.6 PJ 8.53 TWh 

(Natural 

Resources 

Canada, 

2019) 

Passenger light trucks 

(mostly gasoline) 
�̂�𝑃𝑇 65.4 PJ 9.69 TWh 

Light-freight trucks 

(mostly gasoline) 
�̂�𝐹𝐿 25.8 PJ 3.82 TWh 

Medium-freight 

trucks (diesel) 
�̂�𝐹𝑀𝐷  30.3 PJ 4.49 TWh 

Medium-freight 

trucks (gasoline) 
�̂�𝐹𝑀𝐺  27.6 PJ 4.09 TWh 

Heavy-freight trucks 

(diesel) 
�̂�𝐹𝐻 30.7 PJ 4.55 TWh 

E
ff

ic
ie

n
cy

, 
o

b
se

r
v

ed
 

Passenger cars 

(gasoline) 
𝜂𝑃𝐶,𝑜𝑏𝑠 8.2 L/100km 1.25 km/kWh 

(Natural 

Resources 

Canada, 

2019) 

Passenger light trucks 

(mostly gasoline) 
𝜂𝑃𝑇,𝑜𝑏𝑠 11.1 L/100km 0.93 km/kWh 

Light-freight trucks 

(mostly gasoline) 
𝜂𝐹𝐿,𝑜𝑏𝑠 11.3 L/100km 0.91 km/kWh 

Medium-freight 

trucks (diesel) 
𝜂𝐹𝑀𝐷,𝑜𝑏𝑠 21.0 L/100km 0.45 km/kWh 

Medium-freight 

trucks (gasoline) 
𝜂𝐹𝑀𝐺,𝑜𝑏𝑠 21.0 L/100km 0.49 km/kWh 

Heavy-freight trucks 

(diesel) 
𝜂𝐹𝐻,𝑜𝑏𝑠 37.6 L/100km 0.25 km/kWh 

E
ff

ic
ie

n
cy

, 
co

n
v

er
te

d
 

Passenger cars 

(gasoline) 
𝜂𝑃𝐶,𝑡𝑟𝑎𝑛𝑠 0.23 kWh/km 4.35 km/kWh 

(Keller et al., 

2019b) 

Passenger light trucks 

(mostly gasoline) 
𝜂𝑃𝑇,𝑡𝑟𝑎𝑛𝑠 0.30 kWh/km 3.33 km/kWh 

Light-freight trucks 

(mostly gasoline) 
𝜂𝐹𝐿,𝑡𝑟𝑎𝑛𝑠 0.30 kWh/km 3.33 km/kWh 

Medium-freight 

trucks (diesel) 
𝜂𝐹𝑀𝐷,𝑡𝑟𝑎𝑛𝑠 1.22 kWh/km 0.82 km/kWh 

Medium-freight 

trucks (gasoline) 
𝜂𝐹𝑀𝐺,𝑡𝑟𝑎𝑛𝑠 1.22 kWh/km 0.82 km/kWh 

Heavy-freight trucks 

(diesel) 
𝜂𝐹𝐻,𝑡𝑟𝑎𝑛𝑠 2.93 kWh/km 0.34 km/kWh 

 

5.6.3.2 Hourly road transportation demand profile 

The hourly road transportation demand profile 𝑃𝑇
⃑⃑⃑⃑  is based on an assumed temporal 

distribution of battery-electric vehicle charging. Different profiles are chosen for scenarios 
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PEAK and UNIFORM to define upper and lower bounds for peak power capacity 

demand. PEAK and UNIFORM scenarios differ exclusively in their assumed demand 

profile 𝑃𝑇
⃑⃑⃑⃑ . 

The middle graph in Figure 5-5 shows the temporal distribution of both demand profiles 

over the course of a day. The UNIFORM scenario defines the lower bound of peak capacity 

demand by assuming charging events are sufficiently distributed in time to result in an 

aggregate profile that appears constant-rate. The PEAK scenario define the upper bound of 

peak capacity demand by assuming a large share of daily vehicle charging occurs in the 

evening hours at 5 and 6 p.m. This scenario simulates uncoordinated vehicle charging and 

the associated amplification of typical residential evening peaks (Muratori, 2018). The 

PEAK profile is an approximation made by Keller et al. (2019a).  

5.6.4 Remaining electricity demand 

The total electrified demand is the sum electrified space heat, road transportation and the 

remaining electricity demand. The gross electricity demand observed in 2016 includes 

some energy used in space heating because the residential and C&I sectors both used some 

electric heating systems in that year. The remaining electricity demand removes the 

electricity used for space heat from the gross electricity demand to avoid double counting. 

Equation (5.6) defines the remaining electricity demand 𝐸𝐸 as the difference between the 

gross demand 𝐸𝐺  and residential �̂�𝑅,𝑒 plus commercial �̂�𝐶,𝑒 electric space heat demand. 

Note that electricity demands in this equation are not subject to a conversion efficiency 

ratio because this dataset excludes any electricity demand changes beyond space heat and 

road transport electrification. 

𝐸𝐸 = ∑(𝑃𝐺,𝑖 𝐸𝐺 − [𝑃𝑅,𝑖�̂�𝑅,𝑒 + 𝑃𝐶,𝑖�̂�𝐶,𝑒])

𝑖

  (5.6) 
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5.6.4.1 Annual remaining electricity demand 

The gross electricity demand 𝐸𝐺  is 30.24 TWh and taken from the Fiscal 2017 - 2019 

Revenue Requirements Application published by BC Hydro (BC Hydro, 2016), scaled to 

Metro Vancouver by the provincial population ratio of 53% (Statistics Canada, 2017). The 

gross electricity demand used from the source document is 56.7 TWh, which is the total 

electricity supplied to BC Hydro customers in the Fiscal year 2016, including losses and 

system use, after trade. The electric space heat demands �̂�𝑅,𝑒 and �̂�𝐶,𝑒 are taken from the 

Comprehensive Energy Use Database (Natural Resources Canada, 2019) as described in 

section 5.6.2.1. 

5.6.4.2 Hourly remaining electricity demand profile 

The normalized gross electricity demand profile 𝑃𝐺
⃑⃑⃑⃑  is determined by dividing each element 

of the observed 2016 hourly electricity demand by the annual demand. The observed 2016 

hourly electricity demand is taken from the  British Columbia Balancing Authority (BC 

Hydro, n.d.). The hourly space heat demand profiles 𝑃𝑅
⃑⃑⃑⃑  and 𝑃𝐶

⃑⃑⃑⃑  are described in section 

5.6.2.2. The bottom graph in Figure 5-5 shows the temporal distribution of gross and 

remaining electricity demand profiles over the course of the year. 
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6 Contributions and Recommendations 

6.1 Contributions 

Global greenhouse gas emissions from fossil fuel combustion significantly contribute to 

climate change. Canada has committed limiting global warming to well below 2 °C in 

comparison to pre-industrial levels. This dissertation assesses technology options for 

Canada to meet that commitment by reducing combustion emissions in the western 

provinces, Alberta and British Columbia. The work investigates selected challenges on the 

strategy of decarbonizing the electricity supply and electrifying adjacent sectors. Three 

distinct but related studies assess 1) technology pathways and land area impacts to 

decarbonizing a fossil fuel dominated electricity system, 2) identify favourable 

sedimentary basin geothermal energy locations and quantify their electricity generation 

potential, and 3) quantify the electricity demand of space heat and road transport 

electrification and determine a broad range of feasible electricity system compositions and 

their land area required to supply the electrified demand with renewable energy sources. 

Overall, these studies aid the understanding of land requirements related to decarbonizing 

energy supplies. 

The first study contributes a novel method to assessing and optimizing land area impacts 

of decarbonizing a fossil fuel-dominated electricity supply system. The work amends the 

Open Source Energy System Model (OSeMOSYS) to include technology-specific land 

area impacts and constraints. As a case study the method is applied to Alberta. This 

province has the highest electricity related greenhouse gas emissions in Canada because 

coal and natural gas fuels each generated 45% of the electricity in 2017 (Canada Energy 

Regulator, 2019). The amended model enables investigating land area impacts of 

technology transition pathways that reduce electricity related emissions by 90% between 

2015 and 2060. Technology options include renewable, conventional, and fossil fuel power 

plants with carbon capture and sequestration (CCS). In the reference scenario, land area 

impacts of technology deployment can expand unconstrained. Land constrained scenarios 

limit land area impact expansion by between 0% and 5% annually to determine feasible 

technology pathways where competition for land exists. Subsequently, sensitivity 
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scenarios show the significance of varying the spatial and temporal boundaries 

regarding 1) the elements included in technology-specific land area impacts and 2) the 

reclamation timeframes of fossil fuel extraction and carbon sequestration. This study 

contributes the following insights to literature: 

1. Reducing emissions of a fossil fuel dominated electricity system by 90% over the 

next 45 years with a 70% share of wind, solar and hydropower may require 

expanding land area designated to electricity generation by 5% annually. This 

significant increase is predominantly attributed to wind power because the 

spacing between turbines of a wind farm requires a land area an order of 

magnitude larger than ground-mounted solar power, and two orders of 

magnitudes larger than fossil fueled power plants. The expansion is relevant to 

system planners and policy makers because public acceptance of the local land 

and landscape impacts are crucial to rapidly deploy low-carbon technologies 

needed to achieve decarbonisation targets. 

2. System planners and policy makers can choose to limit the increasing land area 

designated to electricity generation at a higher system cost. The impacted land 

area remains constant in time by deploying higher cost but more compact fossil 

fuels with carbon sequestration (natural gas + CCS) and geothermal, rooftop solar 

and biomass renewable energy sources. Holding land area constant requires 

expedient reclamation of depleted natural gas and carbon sequestration 

infrastructure. Without reclamation, the land area impact increases fourfold over 

the 45-year modelling period. This study is the first to quantify this trade-off 

between designating additional land area to energy production and deploying 

higher-cost but more spatially compact technologies. 

3. The study provides a comprehensive discussion and review of methods to 

quantifying the land area impacts of different technologies. Comparing the land 

area impact of e.g. a wind farm with a coal-fired power plant is challenging 

because their physical, visual and environmental impacts differ significantly. 

Based upon this discussion, the study applies three combinations of technology-
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specific land area impact definitions and reclamation boundaries to show the 

sensitivity of results to changing these boundaries. Since the scholarly debate 

around energy technology-specific land area impacts is ongoing, policy makers 

should be aware of this significant sensitivity. 

The second study assesses the geothermal energy resources of the British Columbian 

section of the Western Canada Sedimentary Basin. A geospatial analysis identifies four 

favourable locations for geothermal power plants by overlaying economic and geologic 

favourability criteria. Economic criteria include proximity to energy consumers and 

electrical transmission infrastructure; geologic criteria include temperatures at-depth and 

indicators of geothermal fluid availability. The subsequent estimation of geothermal 

reservoir characteristics and application of the Volume Method quantifies location-specific 

and volume-normalized electric power generation potentials and their probabilities. The 

sensitivity analysis varies reservoir temperature, spatial dimensions, recovery factor, and 

porosity to determine upper and lower bounds of potential power generation capacity and 

required geothermal fluid flow rates. This study contributes the following insights to 

literature: 

4. The potential for sedimentary basin geothermal energy to contribute to low-

carbon electricity generation in British Columbia is small in comparison to the 

provincial demand. The total estimated mode value of potential power generation 

in the four most favourable areas is 107 MW. The electricity demand in British 

Columbia ranged from ~ 5 to 10 GW in 2018, so sedimentary basin geothermal 

would contribute only 1% to 2% of demand at any given time. However, 

communities in the study area in northeastern British Columbia are not directly 

connected to the main electric grid. Geothermal energy may offer additional local 

benefits including increased energy security for those communities or use of 

waste heat. These potential benefits justify further investigating this resource. 

5. The uncertainty of potential sedimentary basin geothermal electricity generation 

was reduced significantly in comparison to the ~ 5 GW found in previous work 

that did not account for geothermal fluid availability (CanGEA, 2014). 
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Nevertheless, some uncertainty remains because power potential is sensitive 

to temperature, achievable geothermal brine flow rate, and hydrothermal 

reservoir volume. Each parameter effects power potential by a factor of two. 

6. The study develops and demonstrates a new method of assessing geothermal 

resources regionally using the two-step method of geospatial favourability 

analysis and estimating electricity generation potential from publicly available 

petroleum production data. An adaptation of this method was used in a study of 

geothermal potential in neighbouring Alberta (Banks and Harris, 2018). That 

study applied similar petroleum production data and found 1.2 GW of potential 

electricity generation. The author of that study co-authored the work in this 

dissertation and developed the study of Alberta simultaneously. 

The third study assesses electrification demand impacts and a broad range of renewable 

energy supply options for the Metro Vancouver Regional District, British Columbia. First, 

the district’s observed 2016 space heat and road transportation energy demands are 

converted to equivalent electricity demands at hourly temporal resolution. These demands 

are added to the historically observed electricity demand to estimate the total electrified 

demand. Upper and lower bounds of the electrified annual and peak demands are 

determined by four scenario combinations. Two space heat technology conversions assume 

deployment of high-efficiency heat pumps or low-efficiency electric resistance technology. 

Two road transportation scenarios assume electric vehicle charging to be constant-rate or 

evening-peaking. Next, electricity system compositions that use renewable energy sources 

to supply the electrified demand are determined. The electricity system model installs and 

dispatches the lowest-cost combination of rural and urban electricity generation and storage 

technologies. Rural technologies impact rural land area and include wind, ground-mounted 

solar, hydro, and pumped storage. Urban technologies do not impact rural land area and 

include rooftop solar, waste-to-energy, and battery storage. Land impact costs internalize 

the impacts of energy technologies on rural land and landscapes. The cost optimization is 

repeated for a broad range of land impact costs. This method reveals the full range of 

feasible electricity system compositions and their 1) maximum necessary and minimum 
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feasible rural land area impact, 2) generation and storage capacities, 3) surplus 

electricity generation from variable renewables, 4) the maximum share of electricity 

generation from urban sources, and 5) the trade-off between impacting a smaller rural land 

area and bearing a higher electricity system cost. This study contributes the following 

insights to literature: 

7. The study estimates annual and hourly electricity demands after full 

electrification of space heat and road transportation sectors in a major metropolis. 

Electrification of those sectors increases the annual electricity demand of 30 TWh 

in Metro Vancouver by between 48% (44.5 TWh) and 81% (54.2 TWh), 

depending on the efficiency of the space heating technology. Electrified peak 

demands range from 6.8 to 12.1 GW, depending on the efficiency of space 

heating technology and the battery electric vehicle charging profile. 

8. The minimum feasible and maximum necessary additional rural land area impact 

to supply Metro Vancouver with renewable energy ranges from 70 to 2203 km². 

These impacts are additional to the existing 1650 km² hydro reservoir area 

attributed the Metro Vancouver population. The maximum necessary area results 

from deployment of wind, ground-mounted solar generation, and pumped and 

battery storage technologies. These technologies supply the higher electricity 

demand of the low-efficiency space heat scenario. The minimum feasible 70 km² 

assume deployment of ground-mounted solar, rooftop solar, waste-to-energy 

generation and battery storage technologies to supply the lower electricity 

demand of the high-efficiency space heat scenario. System costs increase by 

~40% between minimum and maximum land area impacts in both scenarios. This 

cost trade-off is non-linear. 

9. The efficiency of the electric space heat technology significantly impacts rural 

land area impacts, system costs, installed capacities and surplus electricity 

generation. Although the annual electrified demand differs by only 9.7 TWh or 

18% between space heat scenarios, the higher efficiency halves rural land area 
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impacts and reduces system costs by 29%, excluding the cost of deploying 

the space heat technology. 

10. The study demonstrates that the Metro Vancouver Regional District cannot meet 

the additional demand from electrifying space heat and road transportation with 

urban renewable energy sources alone. The maximum share of urban electricity 

generation is 23% and almost entirely generated by the 8.8 GW of rooftop solar 

maximally available on the 63 km² of potentially feasible rooftop area. The 

limited feedstock make the available 0.3 TWh of waste-to-energy generation 

negligible in comparison to the annual demand. 

11. During model development an error in the formulation of the Open Source 

Energy System Model (OSeMOSYS) objective function was found, and a fix was 

contributed to and adopted by the open source project. The faulty objective 

function significantly overestimated the capital cost of installing storage 

technologies. The error may have falsified results in any third-party studies that 

have investigated storage technology expansion with the MathProg Short version 

of OSeMOSYS prior to the fix adopted on GitHub on 10 July 2019. 

6.2 Recommendations 

This dissertation demonstrates that electrification and decarbonization of electricity 

supplies can require designating significant additional land area to electricity generation. 

However, the magnitude of this land requirement depends on 1) the chosen spatial 

boundary of technology-specific land area impacts and 2) the chosen temporal boundary 

of the assumed time required to reclaim land impacted by fuel extraction and carbon 

sequestration. 

The chosen boundary of technology-specific land area impacts can vary their value by 

several orders of magnitude. Wind turbine footprints directly impact a small fraction of the 

land area designated to a wind farm when defining that wind farm area to include the space 

between turbines. The acoustic and visual land area impact is larger again. Natural gas 

producing infrastructure impacts a relatively small footprint per unit energy produced, but 
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the diffuse characteristic of this infrastructure can fragment wildlife habitat. Related 

edge effects impact a much larger land area than the footprint itself. Equitably reconciling 

these different impacts of fossil fuels and renewable energy sources warrants further study. 

Furthermore, the ecological and social impact of both renewable and fossil fuel 

technologies likely vary by location. The literature has sampled land area impacts of energy 

technologies only regionally. Locational differences are not yet well understood.  

The assumed time to full reclamation affects land area impact because fossil fuels require 

continuous development as sources deplete. Reclaiming depleted area is sometimes 

neglected and restoring original ecosystems can take multiple decades or more. In some 

open pit coal mines reclamation may not achieve full ecosystem restoration within human 

lifetimes. Similarly, the feasibility of reclaiming land used for carbon sequestration 

warrants further research. 

Land related to electricity transmission was not included in this work, but warrants further 

study. Availability of some renewable energy sources like wind, hydro and geothermal 

power are location dependant and may not be available in close proximity to energy 

consumers. Further geospatial analysis could 1) quantify the transmission related land 

requirements of electricity supply options presented in this work and 2) quantify the trade-

off between transmission related land area requirements and costs of deploying less distant 

or spatially concentrated low-carbon energy sources. Such studies would allow regional 

planners, policy makers and the general public to anticipate transmission related land and 

landscape impacts and potentially develop mitigation strategies. Further insight could be 

drawn from investigating the non-land related benefits of using less distant energy sources. 

Such benefits might include avoided transmission upgrades, avoided transmission losses, 

and improved energy security resulting from a more resilient decentralized electricity 

system. 

Electrification of demand and decarbonization of electricity supply require significant 

storage capacities or dispatchable low-carbon resources. Pumped storage is presently the 

lowest-cost option to store electricity long-term, but this technology comes with significant 

land area impact. Battery technology cannot yet be deployed at sufficient scale to substitute 
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pumped storage capacity. Further investigating 3) dispatchable resource options like 

gas from low-carbon and renewable sources or 4) amending the energy system models to 

include demand side options (e.g. energy efficiency measures) may mitigate some of the 

challenges related to deploying sufficient storage. Such studies may identify alternative 

system planning and policy options and their land area impacts. 

This dissertation indicates that significant additional energy infrastructure is needed to 

substitute fossil fuel combustion and eliminate related greenhouse gas emissions in the 

electricity, space heat, and road transportation sectors. Further investigating the elimination 

of fossil fuels in the 5) industrial, and 6) the non-road transportation sectors marine, airline 

and railway is warranted to provide more insights on the full impact of decarbonizing the 

economy. 
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