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ABSTRACT

Cooperative control of multi-agent systems (MASs) has been intensively investi-

gated in the past decade. The task is always complicated for an individual agent, but

can be achieved by collectively operating a group of agents in a reliable, economic

and efficient way. Although a lot of efforts are being spent on improving MAS per-

formances, much progress has yet to be developed on different aspects. This thesis

aims to solve problems in the consensus control of multiple quadrotors and/or mobile

robots considering irregular sampling controls, heterogeneous agent dynamics and the

presence of model uncertainties and disturbances.

The thesis proceeds with Chapter 1 by providing the literature review of the

state-of-the-art development in the consensus control of MASs. Chapter 2 introduces

experimental setups of the laboratory involving two-wheeled mobile robots (2WMRs),

quadrotors, positioning systems and inter-vehicle communications. All of the devel-

oped theoretical results in Chapters 3-6 are experimentally verified on the platform.

Then it is followed by two main parts: Irregular sampling consensus control meth-

ods (Chapter 3 and 4) and cooperative control of heterogeneous MASs (Chapter

5 and 6). Chapter 3 focuses on the non-uniform sampling consensus control for a

group of 2WMRs, and Chapter 4 studies the event-based rendezvous control for a

group of asynchronous robots with time-varying communication delays. Chapter 5
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concentrates on cooperative control methods for a heterogeneous MAS consisting of

quadrotors and 2WMRs. Chapter 6 focuses on the design of a quadrotor flight con-

troller which is robust to various adverse factors such as model uncertainties and

external disturbances. The developed controller is further applied to the consensus

control of the heterogeneous MAS.

Specifically, Chapter 3 studies synchronized and non-periodical sampling consen-

sus control methods for a group of 2WMRs. The directed and switching commu-

nication topologies among the network are considered in the controller design. The

2WMR is an underactuated system, which implies that it can not generate inde-

pendent x and y accelerations in the two-dimensional plane. The rendezvous control

methods are proposed for 2WMRs. The algebraic graph theory and stochastic matrix

analysis are employed to conduct the convergence analysis.

Although the samplings in the work of Chapter 3 are aperiodic, one feature is that

local clocks of agents are required to be synchronized. Challenges arise in the practical

control of distributed MASs, especially in the scenario that the global clock is lacking.

Moreover, frequent samplings can result in redundant information transmissions when

the communication bandwidth is limited. To address these problems, Chapter 4

investigates an event-based rendezvous control method for a group of asynchronous

MAS with time-varying communication delays. Integral-type triggering conditions

for each robot are adopted to be checked periodically. If the triggering condition

is satisfied at one checking instant, the agent samples and broadcasts the state to

the neighbors with a bounded communication delay. Then an algorithm is provided

for driving 2WMRs to asymptotically reach rendezvous. The convergence analysis is

conducted through Lyapunov approaches.

Most of the theoretical works on cooperative control are focused on controlling

agents with identical dynamics. However, in certain realistic scenarios, some com-

plex missions require the cooperation of different types of agent dynamics such as

surveillance, search and rescue, etc. Tasks can be carried out with higher efficiency

by employing both the autonomous ground vehicles and unmanned aerial vehicles.

To achieve better performance for MASs, in Chapter 5, distributed cooperative con-

trol methods for a heterogeneous MAS consisting of quadrotors and 2WMRs are

developed. Consensus conditions are provided, and the theoretical results are exper-

imentally verified.

Many existing quadrotor control methods need exact model parameters of the

quadrotor. In reality, when a quadrotor is conducting some tasks with extra payloads
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or with unexpected damages to the model structure, errors in parameters could result

in the failure of the flight. External disturbances also inevitably affect the flight

performance. To move a step further towards practical applications, in Chapter

6, a robust quadrotor flight controller using Integral Sliding Mode Control (ISMC)

technique is investigated. In experiments, an extra payload with the position and mass

unknown, is attached to destroy the accuracy of the model and to add disturbances.

The designed controller significantly rejects negative effects caused by the payload

during the flight. This controller is also successfully applied to an MAS consisting of

a quadrotor and 2WMRs.
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Chapter 1

Introduction

This chapter gives some introductory knowledge about cooperative control of multi-

agent systems (MASs). A review on consensus control of MASs is presented. The

motivations of my research are presented at the end of this chapter.

1.1 An Overview on Cooperative Control of Multi-

agent Systems

In recent years, cooperative control of multi-agent systems (MASs) has drawn great

attention. The word “agent” represents a simple system dynamics, and it can be a

wheeled mobile robot, a quadrotor or a manipulator. Traditionally, the controllers

for coordinating the MAS’s behaviors are designed in a centralized structure, which

means that a centralized computer is employed to collect information from networks,

to schedule tasks and to send orders to each agent. Without a doubt, the coordination

of the MAS will be easily ruined if the number of agents grows large, or there exist

unanticipated constraints in communication channels, i.e., time delays, data losses

or disturbances. Alternatively, a more reliable strategy called distributed control is

proposed. With the equipped microprocessor, sensors and actuators, each agent is

able to collect data from the networks, to plan its own tasks, and to conduct scheduled

actions. A substantial amount of work has been carried out on cooperative control of

MASs to accomplish the tasks that are beyond the capability of a single agent, such as

rescuing, unmanned aerial vehicles surveillance and deep sea exploration. The main

objective of this research is to employ a group of simple agents collectively to conduct

complex tasks with high reliability and efficiency.
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Cooperative control of MASs has become a highly active research area, with many

novel control methods proposed for diverse system dynamics ranging from multi-

vehicle systems [4–6] to smart grids [7–9] to sensor networks [10, 11] and security for

industrial cyber-physical systems [12, 13]. Additionally, some leading journals pub-

lish special issues on related topics. IEEE Transactions on Industrial Electronics

Special Issue on Distributed Coordination Control and Industrial Applications (Vol-

ume 64, Issue 6, 2016) discusses theories and applications of distributed coordination

control of multi-robot systems, sensor cooperative control and electric transporta-

tion systems. IEEE/ASME Transactions on Mechatronics Special Issue on Advanced

Control and Navigation for Marine Mechatronic Systems (Volume 22, Issue 3, 2017)

studies cooperative control of surface and underwater robotic vehicles. ASME Jour-

nal of Dynamic Systems, Measurement, and Control Special Issue on Analysis and

Control of Multi-agent Dynamic Systems (Volume 129, Issue 5, 2007) includes topics

on path planning, task assignment and formation control of MASs.

As shown in Figure 1.1, three prime issues to be addressed in cooperative control of

MASs are: (i) system dynamics, which mathematically describe behaviors of agents,

and stresses the fundamental importance of the topic; (ii) theoretical study, which

rigorously offers stability conditions for control protocols; (iii) applications.

Figure 1.1: Three vital issues in the research of cooperative control of MASs.

As an important concern in cooperative control of MASs, the consensus problem

has experienced a surge of research interests, aiming at forcing a group of agents’

states to reach an agreement on a quantity of interest such as the rendezvous position,

velocity and heading direction. Consensus can also be applied to solve problems for

multi-vehicle systems, such as formation control [14–16], flocking [4, 17, 18], tracking

[19–21], containment control [22], and so on. The distributed control strategy also



3

acts as the mainstream in the study of consensus problems. The agent shares its

information with partial of the networked agents. The interaction topology plays a

vital role in the controller design and is usually described by a graph. In the following

sections, we briefly illustrate a consensus problem and review the recent progresses

on solving consensus problems.

1.2 What Is the Consensus Problem?

The consensus problem has been extensively studied as a key issue in the field of co-

operative control of MASs. An MAS is usually consisting of a number of autonomous

agents, and each agent has an embedded microprocessor to plan its own tasks. Si-

multaneously, built-in sensors and network are employed for the agent to measure the

states of itself and to communicate with other agents respectively, such that the MAS

will work in a collective way. Consensus is achieved if all agents reach an agreement

on certain common feature such as position, velocity and heading direction. It is cru-

cial to design appropriate control protocols for agents with information interactions

over the network.

In Figure 1.2, we show an MAS consisting of five quadrotors labeled from 1 to 5.

The information transmission can be either unidirectional or bidirectional as indicated

by the arrow directions. The information flow between agent 3 and agent 2 implies

that agent 3 receives information from agent 2, but the information of agent 3 can not

be transmitted to agent 2. The bidirectional communication channel between agent

2 and 4 represents that two agents can receive information from each other.

Here we use a directed graph G = (V , E ,A) to mathematically describe the com-

munication topology among the agents, where V = {v1, v2, v3, v4, v5} represents the

node set. E = {(v1, v2), (v1, v5), (v2, v1), . . . , (v4, v2)} ⊆ V×V denotes the set of edges,

which indicates all existing information flows, i.e., if there is an information flow from

vi to vj, then (vi, vj) ∈ E . A = [aij] ∈ R5×5, i, j = 1, 2, . . . , 5, is the adjacency ma-

trix, with aij > 0 if (vj, vi) ∈ E ; otherwise aij = 0. It is assumed that the agent

does not transmit the information to itself, which implies that aii = 0, i = 1, 2, . . . , 5.

The communication topology can be either fixed or time-varying. More details on

the communication topology can be found in [23]. Next we review the three issues

mentioned in Section 1.1 associated with the consensus problem.

• System Dynamics
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Figure 1.2: Illustration of an MAS: A group of five quadrotors.

Without loss of generality, the dynamics of an agent in the MAS can be de-

scribed using the following differential equation:

ẋi = f(xi, ui), i = 1, 2, . . . , N,

where xi ∈ Rn and ui ∈ Rm are the state and input of agent i. We say that

consensus is reached if limt→∞ ∥xi(t)− xj(t)∥ = 0,∀i, j = 1, 2, . . . , N, i ̸= j.

In this example, we use the earth-fixed coordinate system [1] to describe the

motions of the quadrotor in the three-dimensional space, as shown in Figure

1.3(a). x and y axes are in the horizontal plane, and z-axis vertically points up.

The roll, pitch and yaw angles ϕi(t), ψi(t) and θi(t) of the quadrotor is shown

in 1.3(b).

Assume that the dynamics of the quadrotor in x, y, z-axes are decoupled,

indicating that the motions of the quadrotor along three axes can be controlled

independently. The dynamics of agent i in x-axis is given by [1]:

Ẋi(t) = AXi(t) +Bui(t), (1.1)
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(a) Positioning system frame.

Front

pitch

roll yaw

(b) Roll, pitch and yaw axes of the quadrotor.

Figure 1.3: Positioning system and the quadrotor.

where Xi(t) =
[
xi(t), ẋi(t), ϕi(t), ϕ̇i(t), pi(t)

]T
, A =


0 1 0 0 0

0 0 −4K
M

0 0

0 0 0 1 0

0 0 0 0 2KL
J

0 0 0 0 −ω

,
and B = [0, 0, 0, 0, ω]T. xi(t) is the position of agent i along x-axis, pi(t) is

the actuator dynamics. ui(t) is the control protocol to be designed. ω is the

actuator bandwidth, M represents the total mass of the quadrotor, L denotes

the distance between the propeller and the center of gravity. J is the rotational

inertia of the quadrotor in roll axis and K is a positive constant gain.

• Theory

The next step is to design control protocols ui(t) for agent i, i = 1, 2, . . . , 5,

such that limt→∞ ∥xi(t)− xj(t)∥ = 0, ∀i, j = 1, 2, . . . , 5. The convergence anal-

ysis of consensus should be rigorously conducted, meaning that the feasibility

of proposed control methods and the stability of systems should be mathemati-

cally guaranteed before practical applications. For more literature review of the

theoretical approaches in solving the consensus problem of MASs, see Section

1.3.

• Application

The practical applications help to verify the effectiveness of the proposed control

methods, and then results of the applications also reciprocally improve the

design of controllers.
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1.3 Literature Review on the Consensus Problem

This section provides a literature review of the earlier works on consensus problems.

The consensus problem has been earlier studied in the field of data management

systems and computer science. The author in [24] describes a commit problem for

distributed databases: Each agent has an initial opinion to commit or abort a trans-

action, and then this opinion is transmitted to all other agents directly or in several

hops via other agents. An agent prefers committing the transaction if all agents in

his/her connection choose “committing”, and otherwise “aborting” is his/her prefer-

ence. All agents are assumed to communicate with others and finally get to a common

decision “commit” or “abort”. In [25], the consensus problem is studied for the par-

allel and distributed optimization algorithm in the signal processing. Later, intensive

theoretical investigations on consensus problems start surging. Jadbabaie et al. [26]

analytically study the heading convergence condition for the Vicsek’s model [27]: The

discrete-time agents move with the same speed in the plane, and each agent updates

the heading based on the information of itself and its neighbors. Without the central-

ized controller, all agents can eventually move in the same direction. Specially, the

graph theory technique is employed to analyze biologically inspired models and later

becomes one of the main approaches for the stability analysis of MASs. [28] discusses

the consensus problem for a variety of cases: Fixed or switching network topology;

presence of time delays in the communication channels; directed or undirected infor-

mation flow, and so on. The consensus performance is determined by the algebraic

connectivity of the topology, and the maximum time delay that an MAS can tolerate

is also calculated. In [29], the condition to guarantee consensus behaviors of an MAS

is that a spanning tree exists frequently enough in the directed changing interaction

graphs. The authors in the above works build the theoretical framework for solving

the consensus problem based on algebraic theory, matrix theory and graph theory.

1.3.1 Consensus Problems from Different Perspectives

The study of consensus problems has been developed along different directions. Some

representative topics are shown in Figure 1.4.
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Figure 1.4: Categories of theoretical studies of consensus problems.

System Dynamics

In general, the dynamics of agents can be broadly classified into two types: Linear

and nonlinear systems. In the early stage, the linear system receives major atten-

tion [26,28,29] due to its simplicity from both theoretical study and implementation

standpoints. However, it has become apparent that in order to apply the linear

methodological framework to real world problems, sometimes we have to pay atten-

tion to the inherent nonlinear characteristics of the dynamics. The nonlinearity is

investigated as an intrinsic feature of the dynamics in certain scenarios. In [30–32],

the authors design consensus controllers with the consideration of the nonlinear terms

in MASs. Some consensus problems are associated with the nonlinear systems, e.g.,

multi-pendulum synchronization problem is studied in [33], and the consensus proto-

cols for Euler-Lagrange dynamics such as manipulators are discussed in [34,35].

The system dynamics can also be characterized by the order of the differential

equations. The first-order dynamics involving the position information of the agent

is relatively simple and is studied in the pioneer work [26, 28, 29]. Later on, more

researchers have been working on first-order consensus problems. Wu and Shi study

the first-order consensus problem for an MAS under the sampled-data setting. They

investigate the communication constraints such as uniform time delays, time-varying

delays, packet losses and nonuniform sampling control strategy [36–38]. The stabil-

ity conditions are provided. It is found that spanning trees in the communication

topologies and appropriately chosen control gains are important issues to guaran-
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tee the consensus behavior. Xiao et al. discuss the first-order consensus problem

considering finite-time formation control [39], asynchronous rendezvous analysis [40],

and so on. Besides first-order dynamics, the research on the consensus problem of

MASs with more complicated dynamics is also widely conducted. The second-order

consensus problem has received growing attention because it is more realistic to char-

acterize MASs with double-integrator dynamics. Mu et al. [6] study the second-order

consensus problem of multiple unmanned aerial vehicles with time delays governed by

a Markov chain. The authors in [41] investigate the second-order consensus problem

with arbitrary sampling periods. In addition, more topics on second-order consensus

problems such as partial state consensus [42], leader-following consensus [43], finite-

time consensus [44], communication link failure [45], limited interaction ranges [46]

have attracted wide interests. Moreover, in realistic situations, there are many sys-

tems whose dynamics must be described by high-order models, for example, the

quadrotor dynamics in (1.1). Consensus of the MAS with high-order dynamics is

studied in [47–50]. The work in [49] generalizes first-order and second-order consensus

algorithms to a high-order consensus algorithm and demonstrates the sufficient condi-

tions to ensure consensus. In [51], the authors extend Ren and Beard’s results [29] to

the consensus control of an MAS with high-order dynamics. The consensus controller

is designed for controllable linear systems, and it is assumed that the interaction con-

nectivity condition remains the same as in [29]: The union of the directed graphs has

a spanning tree frequently enough. Compared with existing results, a more general

hypothesis on nth order agent dynamics is considered.

Regarding noises in the state measurements, the consensus problem can be stud-

ied with deterministic and stochastic dynamics. In the above discussion, most of

the control protocols are studied with noise-free states, indicating that the exact

data is measured and broadcast among the MAS. In fact, the data measurement and

transmission processes involve using sensors, quantization techniques and wireless

networks, which are inevitably affected by intrinsic uncertainties in the environment.

Accordingly, it is very important to consider the stochastic features when studying

the consensus problem. In order to minimize the error in the consensus result, a

least square optimization approach is proposed in [52] by choosing appropriate coef-

ficients in averagely estimating the additive noises. Huang et al. [53] study stochastic

algorithms to solve the consensus seeking problem for the MAS with noises in the

measurement of the neighbors’ states. Further, it is proved that the existence of a

spanning tree in the interaction topology is a critical need to guarantee the mean
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square and almost sure convergence in [53]. Random communication link failure is

also considered as a stochastic feature in this work. The authors in [6, 36] formu-

late communication constraints such as time delays into Markov jump linear systems.

Stochastic characteristics of time delays are illustrated in the probabilistic distribu-

tion, which helps to reduce the conservativeness.

In the above literature review, MASs are usually assumed to be the so-called ho-

mogeneous systems, meaning that all agents have same dynamics with identical model

structures and parameters. However, in some situations, it is difficult or impossible

to employ homogeneous MAS to cooperatively accomplish the mission, e.g., the task

of rescuing which requires the coordination of the ground vehicles and the unnamed

aerial vehicles. The study of heterogeneous MASs allows further breadth of military

and civilian applications. Zheng et al. [54] study the consensus problem of a het-

erogeneous MAS consisting of first-order and second-order dynamics. The authors

in [55, 56] design consensus protocols for linear heterogeneous MASs. In [56], agents

can be a general nth order dynamics, and there might exist uncertain parameters in

model structures. Output regulation theory is employed to analyze the convergence

of consensus.

If a system has less number of actuators compared to its degrees-of-freedom

(DOF), this system is the so-called underactuated dynamics. Many research studies

have been carried out on the consensus problem for underactuated MASs. In [57], an

adaptive control consensus controller is designed for a group of underactuated thrust-

propelled vehicles. The consensus in multiple underactuated Euler-Lagrange systems

is investigated in [58]. The proportional plus damping controllers are proposed for

the MAS, and the synchronization behavior is studied under the fixed communication

topology. Additionally, consensus problems of underactuated MASs with a variety of

dynamics such as spacecrafts [58], planar rigid bodies [59] and autonomous underwa-

ter vehicles (AUVs) [60] are investigated in the literature.

The aforementioned review on consensus problems categorized by different system

dynamics are summarized in Table 1.1.

Time Domains

Consensus problems can be studied in different time domains: Continuous-time,

discrete-time and sampled-data frameworks. It should be noted that MASs will in-

tuitively be characterized by using the continuous-time methodological framework
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Table 1.1: Selected papers on consensus problems classified by system dynamics.

System dynamics Feature Related work

Linear Superposition property. [26,28,29]

Nonlinear Superposition property does not hold. [30–32]

First-order Single-integrator dynamics. [36–38]

Second-order Double-integrator dynamics. [6, 41]

High-order nth (n > 2) order dynamics [47–51]

Stochastic Noises in sensing, quantization or transmission. [36,52,53]

Heterogeneous Different model structures for agents. [54–56]

Underactuated less number of actuators than DOF. [57–60]

because the states of most dynamics evolve continuously in real operation; e.g., tem-

perature changes in a thermodynamic system, motions of the human body, trajecto-

ries of a flying quadrotor, and so on. As reported in [28,29,40,61–63], many research

studies are conducted on continuous-time consensus protocols. On the other hand, it

becomes more convenient and popular to study MASs under the discrete-time frame-

work due to the development of the digital signal processing and communication

technologies. In [26], the agent updates the states by averaging its neighbors’ states.

Much attention on discrete-time consensus can be found in [64–66], etc. Although

much effort has been made to the above two types of time domain frameworks, it is

still far from completion because usually MASs are operated in the analog world and

microcontrollers embedded in agents process digital signals. The sampled-data con-

trol system involves continuous-time system dynamics and discrete-time controllers.

The inter-sample behaviors of agents are not obtained. The sampling is usually as-

sumed periodic and synchronized for all agents [6, 36]. However, it is always difficult

for one to sample periodically in reality due to the communication constraints, e.g.,

time delays, data losses, and so on. In this case, the study of irregular sampling for the

control protocol is of practical significance. The consensus control for an MAS with

double-integrator dynamics and non-uniform sampling is investigated in [38]. In [67],

an asynchronous consensus protocol for an MAS with arbitrary sampling intervals is

developed.
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Table 1.2: Selected papers on consensus problems classified by time domains.

Time domains Feature Related work

Continuous-time Differential equations to describe dynamics. [28,29,40,61]

Discrete-time Difference equations to describe dynamics. [26,64–66]

Sampled-data Continuous-time dynamics to discrete-time ones. [6, 36,38,67]

Interaction Topologies

The interaction topologies can be generally categorized into the fixed topology and

switching topologies. The fixed topology is time-invariant, and considerable attention

has been paid to the study [28, 53, 68]. The algebraic connectivity among the agents

builds up the key link between information interaction situations and the convergence

analysis of consensus. In fact, communication constraints in unreliable channels have

an impact on the fixed interaction topology, such as time delays caused by different

data transmission rates, the limited communication range, data losses, and mali-

cious cyber-attacks. To keep consensus protocols implementable, detailed studies on

switching topologies are necessary. Consensus protocols under dynamically chang-

ing topologies are investigated in [29]. If a stochastic matrix’s infinite self-products

have the identical rows, this matrix is called stochastic indecomposable and aperiodic

(SIA) [29]. By using the knowledge of SIA and incorporating switching topologies

with MAS dynamics, the authors study the consensus condition: A spanning tree ap-

pears frequently enough in the union of changing interaction topologies. The model

of the switching topologies is formulated as a Markov process by Wu et al. in [36],

indicating that changes of the topology is probabilistically determined by current

communication links. More related work on the consensus problem with changing

interaction topologies can be found in [69–71].

Table 1.3: Selected papers on consensus problems classified by interaction topologies.

Interaction topologies Feature Related work

Fixed topology Time-invariant topology. [28,53,68]

Switching topologies Time-varying topology. [36,69–71]
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Communication Constraints

The communication constraint is an essential issue that has been mentioned in the

above literature review. It exists ubiquitously in practical situations and may deteri-

orate the MAS performance. Here a short review on the communication constraints

is provided with special regards to time delays and data losses. Much research has

been carried out on the consensus problem with time delays. The case that a constant

time delay exists in all links is studied for the average consensus protocol in [28]. It

shows that the upper bound of the time delay is inversely proportional to the largest

eigenvalue of the Laplacian matrix of the fixed interaction topology. One limit in

this work is that the agent who sends information to others also suffers the same

time delay as the agent who receives the information. Later, in [72], the situation

that time delays only affect data receivers is studied. The convergence analysis of

consensus is conducted by using Lyapunov-based approach and the sufficient condi-

tion in terms of Linear Matrix Inequality (LMI) is provided. Consensus in MASs

with time-varying delays also receives intensive studies from different perspectives:

Unbounded time delays [73], stochastic process governed time delays [36], finite-time

consensus [74], asynchronous sampling consensus [40] and so on. In addition, the

data loss is another important concern of communication constraints when studying

the consensus problem, which is usually caused by the long time delay or the failure

of the communication link. The work in [37, 75, 76] characterize data losses by using

Bernoulli processes. In [77], the designed control protocol can solve the mean-square

consensus problem if the data loss probability is within a calculated bound. In [78],

three approaches dealing with data losses are discussed: (1) The missing data is set

to be zero, meaning that the failed link will not affect the control input of the agent

that should have received the data. (2) The previous received information is used

again if a data loss happens. (3) A predictor is designed for the data receiver to

estimate the missing information. Moreover, some other communication constraints

such as quantization errors, noisy measurements, cyber-attacks are also intensively

investigated in the literature.

Problem Formulations

Spurred by the pioneer works in [26,28,29], a broad class of consensus problems have

been formulated in the literature, as shown in Figure 1.4. Here we present a discussion

on how researchers describe the consensus problems from a variety of standpoints.
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Table 1.4: Selected papers on consensus problems classified by communication con-
straints.

Communication constraints Feature Related work

Time delays Time lag in the interactions. [36,72–74]

data losses Failure of the interactions. [37,75–78]

The average consensus is studied in [37, 49, 79, 80]. All agents in the MAS will

converge to the exact average value of their initial states. When an agent moves,

the average value of the states can remain constant by changing another agent’s

states with the same magnitude in the opposite direction [37, 79]. More complicated

situations such as switching topologies, time-varying delays in the average consensus

problem are discussed in [81].

Another interesting perspective to formulate the consensus problem is that whether

there exist one or more leaders in the MAS. In the leader-following consensus prob-

lem, the leader can be either static or dynamic, and then accordingly the problem is

formulated as consensus regulation problem with static leaders or consensus tracking

problem with dynamic leaders. It is a more complicated case that only a portion of

agents in the MAS receive the information from the leaders in a consensus tracking

problem. An important concern on the graph analysis for the leader-following con-

sensus is that the followers’ information can not affect the leaders because that the

leaders are always the root nodes in the directed spanning trees. Some theoretical

works are given in this field: Sliding mode controllers and the uncertain MAS are

studied for the leader-following consensus in [43] and [62], respectively. It is also

worthwhile to mention that experimental studies for the leader-following flocking are

conducted, such as flocking control for a group of robotic fish in [4] and for the

multiple four-wheeled robots in [17].

Obstacle or collision avoidance is also a vital issue in developing the consensus

protocols for MASs. The artificial potential field approach is a commonly used method

[82, 83] to solve cooperative control problems with obstacle or collision avoidance.

The concept “safety region” is proposed for an agent, and then attractive potential

fields from the target and repulsive potential fields from the obstacles or from other

vehicles are assigned to the agent. The repulsive force will increase rapidly if there

exist obstacles or other vehicles approaching the “safety region” of the agent. Finally,

the resultant force acting on the agent controls the agent to finish the tasks safely.
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An alternative approach to deal with cooperative control of MASs with obstacle

or collision avoidance is optimization-based method. In [84], the trajectory of the

agent is planned by using Model Predictive Control (MPC), and collision-avoidance

is considered as coupled constraints.

When investigating consensus problems, the convergence rate is a critical index to

evaluate the proposed control methods. In [28], the convergence rate can be enhanced

by maximizing the algebraic connectivity of the communication topology. In [36], the

properly chosen feedback control gains in the control protocol can also improve the

convergence speed. However, it is analyzed that the works in the above efforts are on

asymptotic consensus, meaning that consensus can not be reached in finite time. By

proposing the finite-time Lyapunov stability analysis and using time-varying weighted

directed graphs, the authors in [85] provide the finite-time consensus protocol for an

MAS. A consensus tracking algorithm using terminal sliding-mode control is proposed

in [86]. The finite-time stability is proved based on Lyapunov theory, and the proposed

control protocol is robust to input disturbances and model uncertainties. Besides,

some other interesting challenges are discussed on the topics of finite-time consensus

for MASs, see [87,88] and references therein.

Consensus problems have been studied in presence of input disturbances. To reject

deterministic disturbances such as time-invariant or sinusoidal disturbances, one ap-

proach is to design the controller for the task while suppressing the effects caused by

disturbances, which is referred to as the internal model principle [89]. The determin-

istic disturbances can also be coped with the output regulation approach in [90, 91].

From the state or output measurements, the disturbances are firstly estimated, and

then the estimated disturbances will be used in the controller design to compensate

the effects of disturbances. In [92], disturbances are modeled as a linear exogenous

system and a disturbance observer is proposed. The stability is analyzed by using

the LMI approach, and accordingly control gains are calculated by solving the LMIs.

Later, exogenous disturbance systems and disturbance observer techniques are ap-

plied to nonlinear MASs, by using Input-to-State Stability approach to analyze the

convergence of consensus.

Above we list some perspectives from which consensus problems are formulated

and studied. However, only limited number of points are presented. A considerable

amount of interesting consensus problems have been formulated from other different

standpoints, such as limited sensing ranges [93], system uncertainties [64], contain-

ments [22] and more.
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Table 1.5: Selected papers on consensus problems classified by problem formulations.

Problem formulations Feature Related work

Average consensus Unchanging average value of the states. [37,49,79,80]

Leader-following One or more leaders in MASs. [43,43,62]

Collision avoidances Collision free with obstacles and vehicles. [82–84]

Finite-time consensus Convergence reached in finite time. [85,87,88]

Disturbances Disturbances in the control inputs. [89–92]

Others . . . . . .

1.3.2 Theoretical Approaches for Solving Consensus Prob-

lems

Graph Theory

We use a graph G = (V , E , A) to model the communication topology among agents.

V = {v1, v2, . . . , vN} is the vertex set representing N agents. E ⊆ V × V is the edge

set. eij = (vj, vi) ∈ E denotes that the information of agent j can be transmitted

to agent i, and agent j is called the neighbor of agent i. Ni = {vj ∈ V : eij ∈ E}
denotes the neighbor set of agent i. A = [aij] ∈ RN×N is the adjacency matrix

where aij = 1 if eij ∈ E , otherwise aij = 0. aii = 0, ∀i = 1, 2 . . . , N . The graph

has a spanning tree rooted at vi if there exists an ordered sequence of edges that

starts from vi and reaches any other node vj (j = 1, 2, . . . , N, j ̸= i) in the graph,

e.g., (vi, vm1), (vm1 , vm2),..., (vmp , vj) ∈ E . The graph Laplacian L = [lij] ∈ RN×N is

defined as: lij = −aij, ∀i ̸= j; lii =
∑N

j=1,j ̸=i aij. More details on the knowledge of

graph theory can be found in [23] and references therein.

Control Theories and Methods

Various control methods are applied to study consensus problems. The frequency

domain technique such as Nyquist criterion is used to provide sufficient conditions

on consensus in [28]. Lyapunov stability analysis is one of the prevalent approaches,

which has been intensively used in proving the convergence of consensus, [6, 36].

Input-to-State Stability (ISS) is a suitable tool to be used for the stability analysis of

nonlinear dynamics [94].
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As mentioned above, the convergence rate is an index to evaluate the system

performance. The quadratic cost function consisting of the state convergence and the

control effort is employed as another important index to estimate the performance

of the systems. Accordingly, Linear Quadratic Regulator-based (LQR-based) optimal

consensus control protocols are proposed. By minimizing the quadratic cost function,

the closed-loop control gain matrix is obtained. Convergence of consensus is also

analyzed, see details in [95,96].

Model Predictive Control (MPC) solution for the consensus problem also attracts

some attention. Agents solve a set of constrained finite-time optimal control problems

involving neighbors’ information at each step and obtain a sequence of control inputs.

The first control signal is then applied to the MAS at the current time instant.

One of the major advantages of the MPC approach is that the MAS cooperative

control will be conducted from an optimization point of view. Some physical limits

such as input bounds, safety regions for the collision avoidance can be formulated as

constraints in the optimization problem. In [97], the authors propose MPC consensus

control schemes for discrete-time first- and second-order dynamics with time-varying

interaction topologies. For more works on solving the consensus problem using MPC-

based approaches, refer to [84,98] and so on.

Periodical sampling can be easily implemented to coordinate MASs under the

sampled-data control strategy. However, redundant information transmissions or

computations will be conducted if time-scheduled sampling intervals are too small.

For the event-triggered control strategy, the controller updates when the predefined

event-triggering condition is satisfied. It becomes obvious that by using event-triggered

control methods, not only the energy consumption is reduced, but also less controller

updates and data transmissions are needed so that the lifespans of devices can be

increased. Early work on event-triggered consensus can be traced back to [99], and

further studies are conducted addressing various points of view. Examples are found

in first-order consensus [100], second-order consensus [101], consensus in general lin-

ear MASs [102], nonlinear MASs [103], observer-based consensus [104], self-triggered

consensus [105], etc.

Model uncertainties and disturbances exist ubiquitously and tend to deteriorate

the performance of MASs. Sliding mode control (SMC) is usually an effective tech-

nique to deal with uncertainties and disturbances in the controller design for agents

to reach the desired formation in finite time. Normally, a function called sliding sur-

face is designed, and then the control input enforces the system state to reach and
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to slide along the designed surface. In [106], the Laplacian matrix dependent sliding

surface is proposed for MASs to conduct consensus behaviors. The authors in [88]

investigate the discontinuous integral sliding mode consensus control considering the

relative information among high-order agents.

More theoretical methods are applied to solve consensus problems, such as adap-

tive control [107], LMI [36], game theory [108] and more.

1.3.3 Application-oriented Research on Cooperative Control

of MASs

The goals of the research on MASs are to provide stability conditions for cooperative

control, and then to utilize proposed control methods on existing systems. In most of

the literature, theoretical results are only verified by simulations, and relatively few

studies can be found from the application point of view.

In [109], a leader-following formation control protocol is investigated. The leader

is supposed to move at a constant velocity and the follower only measures the relative

positions between itself and other agents. The formation control of the MAS is con-

ducted by using the graph theory and nonlinear adaptive control theory. A group of

quadrotors Arducopter1 are employed to verify the effectiveness of proposed control

methods. An artificial potential field method is studied in [110] for the formation

control of the specific shape for an MAS, and the collision avoidance is also consid-

ered in the control method. Experimental studies are provided for this work by using

a collection of mobile robots which are subject to nonholonomic constraints. In [111],

robots equipped with the monocular cameras produced by Pioneer 3Dx Inc.2 are used

to carry out orientation consensus studies. The image processing algorithm is incor-

porated into the consensus algorithm by considering switching interaction topologies,

and only the visual information is transmitted among agents. An interesting col-

laborative task “Cleanup” is described in [112]: There are some small colored boxes

scattered in the room and a group of Pioneer DX robots are controlled to localize the

boxes from build-in cameras, and then to push the boxes towards the wall. By us-

ing the sonar senor, trajectories of robots are planned considering collision avoidance

among agents. Ranjbar-Sahraei et al. [113] explore the formation control using the

artificial potential field method with robust control techniques. The adaptive fuzzy

1[Online]. Available: http://dev.ardupilot.com/
2[Online]. Available: http://www.mobilerobots.com/ResearchRobots/PioneerP3DX.aspx
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logic algorithm is proposed to estimate unknown parameters in system models. The

designed control methods are applied to a swarm of fully actuated mobile robots Palm

Pilot Robot Kit3. The consensus controller for multiple 3-DOF helicopters are studied

in [19]. The decentralized nonlinear controller and disturbance estimation term are

used to compensate vehicle model uncertainties. The theoretical result is tested on an

experimental platform involving 4 helicopters provided by Quanser Consulting Inc.4

Flocking and formation control of multiple robotic fish is presented in [4]. Robotic

fish are swimming in the surface of a pool and are localized by an overhead camera.

Leader-following formation control is developed for swarming fish with information

interactions among followers.

1.4 Motivations and Contributions

In the aforementioned review, it is shown that agent dynamics, control protocol de-

signs, stability analyses and practical applications are the concerns to be addressed

for solving a consensus problem. In the following, motivations and objectives of each

chapter are summarized.

In a sampled-data scheme dealing with consensus problem, continuous-time states

of agents are sampled periodically, and discrete-time controllers are designed [114].

Communication constraints such as time delays and data losses result in difficulties

for applying the periodic sampling to MASs. Many research studies have been car-

ried out on MAS irregular samplings [6, 67]. Particularly, a consensus protocol with

non-uniform samplings is proposed for the MAS under the fixed interaction topol-

ogy in [38]. However, the application of the control method considering the fixed

communication topology is relatively limited. Chapter 3 studies non-uniform sam-

pling consensus protocols for a group of 2WMRs under switching communication

topologies. Control methods for underactuated 2WMR dynamics are explicitly de-

veloped. Based on algebraic graph theory and stochastic matrix, a sufficient condition

to ensure consensus is given by choosing appropriate control gains. Control method

implementations are conducted on a practical MAS of 2WMRs.

Consensus problems with special regard to asynchronous agent behaviors attract

wide concerns because it is challenging to synchronize local clocks for a distributed

3[Online]. Available: http://www.cs.cmu.edu/ pprk/
4[Online]. Available: http://www.quanser.com/products/3dof helicopter



19

MAS, i.e., in a GPS-denied environment. On the other hand, frequent and periodical

samplings can result in a waste of interactions and computation resources when agents

in an MAS are equipped with resource-limited microcontrollers, or the communica-

tion bandwidth is limited. Moreover, inherently existing time delays in communica-

tion channels can also deteriorate the controller performance. Chapter 4 focuses on

an event-based consensus control for an asynchronous MAS considering time-varying

delays. We design integral-type triggering conditions for each agent to check period-

ically, such that the average performance of the agent is comprehensively considered

from the most recent controller update instant to the event-checking instant. We also

provide a rendezvous algorithm for an MAS consisting of 2WMRs.

Cooperative control of heterogeneous MASs is of significance in some specific

scenarios, e.g., the task of rescuing which requires the coordination of ground vehicles

and unnamed aerial vehicles. In Chapter 5, we deal with a rendezvous problem of a

heterogeneous MAS with 2WMRs and quadrotors. The LQR-based control methods

for underactuated 2WMR dynamics and for quadrotors are proposed respectively.

The state convergence of the heterogeneous MAS is guaranteed if switching interaction

topologies always have a spanning tree. The experimental tests are also presented.

In practical applications, the flight performance of a quadrotor can be affected by

extra payloads, unexpected variations to the model structure and parameter errors.

It is important to design a flight controller which is robust against model uncertain-

ties and external disturbances. Chapter 6 investigates the inner-outer loop structured

ISMC-based flight controller for a quadrotor. We prove that the waypoint tracking

task for a quadrotor can be conducted in finite time if model uncertainties and dis-

turbances are upper bounded. In experiments, an extra payload with unknown mass

is attached to the random position on a quadrotor. By using the designed controller,

the flight performance is significantly improved compared with using the traditional

LQR-based flight controller. We also implement the flight controller on the heteroge-

neous MAS involving a quadrotor and 2WMRs.
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Chapter 2

Experimental Setup

2.1 An Overview on Quanser Multiple Unmanned

Vehicle Systems (UVS) Lab

For the convenience of readers, this chapter briefly introduces the experimental plat-

form in the Distributed Optimization and Control for Multi-Agent Systems (DOC-

MAS) Lab, in the Department of Mechanical Engineering, University of Victoria.

The platform will be used for MAS experimental studies throughout the whole the-

sis. Detailed information can be found in lab manuals [1–3] provided by Quanser Inc.

Figure 2.1 shows the layout of the experimental platform. The platform, consisting of

quadrotors, 2WMRs and third-party built vehicles, is an open-architecture platform.

In this process, control algorithms are programed in Matlabr/Simulinkr, and then

the Quanser real-time software QUARCr compiles the designed controller into ARM

executable files. The ARM executable files are downloaded to the target vehicles

through wireless network.

The remainder of the chapter is organized as follows. Section 2.2 and 2.3 describe

mechanical and electrical components of the quadrotor Qball-X4 and 2WMR Qbot,

respectively. Section 2.4-2.6 introduce the control software QUARCr, the communi-

cation module and the indoor positioning system setup.

2.2 Quanser Qball-X4

Over the past years, unmanned aerial vehicles (UAVs) have drawn considerable at-

tention in the field of robotics. In particular, many research studies have been
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Figure 2.1: Layout of the Quanser Unmanned Vehicle Systems Lab [3].

carried out on the quadrotor UAV due to its great interest on both industry and

academia [115,116]. A quadrotor has the ability to hover, take off and land vertically.

Compared with other rotary-wing UAVs, the quadrotor is capable of having high

angular acceleration since the pair of opposing motors is at the ends of the relatively

long lever arms, which can generate large torques along rotation axes. The agile

mobility of the quadrotor makes it suitable for conducting some complex tasks.

As shown in Figure 2.1, a Quanser Qball-X4 quadrotor is propelled by 4 brush-

less motors with 10-inch propellers. The carbon fiber cage encloses the crossbeam-

structured quadrotor components. The cage can prevent the propellers to contact

with obstacles, other vehicles and human operators, which guarantees the operation

safety in the indoor environment. The motors are symmetrically mounted on the

crossbeam and other components are placed at the center of the quadrotor; i.e., an

embedded Gumstix microcontroller and wireless module, HiQ aerial vehicle data ac-

quisition (DAQ) card, and batteries.
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2.2.1 HiQ DAQ and Gumstix Microcontroller

HiQ DAQ, as shown in Figure 2.2, is provided by Quanser Inc. It consists of the high-

resolution inertial measurement unit (IMU) and avionics input/output (I/O) card.

This card is used to collect on-board sensor data and to output motor commands.

By using the data from IMU including the sonar sensor, gyroscopes, accelerometers

and magnetometers, the Gumstix microcontroller calculates pulse-width modulation

(PWM) servo outputs for actuators according to the flight algorithms designed by

users. Each motor is connected to and receives commands from a specific servo output

channel integrated on HiQ DAQ. Parts of HiQ DAQ I/O components are listed in

Table 2.1.

Figure 2.2: HiQ DAQ card [1].

Table 2.1: Parts of HiQ DAQ I/O [1].

Component Description
Power input 10-20 V, 400 mA.
Gyroscope 3-axis, range configurable for ±75◦/s, ±150◦/s, ±300◦/s,

resolution 0.0125◦/s/LSB at a range setting of ±75◦/s.
Accelerometer 3-axis, resolution 3.33 mg/LSB.
Magnetometer 3-axis, 0.5 mGa/LSB.
Sonar input connected to Maxbotix XL-Maxsonar-EZ3,

range from 20 cm to 765 cm, resolution 1 cm.
Analog input connected to 6 channels, 12-bit, ±3.3 V.
PWM output 10 servo motor outputs.
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HiQ DAQ has a daughter-board with some general purpose I/O channels; i.e.,

receiver inputs, sonar inputs, and a TTL serial input used for a GPS receiver. Indeed,

the daughter-board provides a convenient way for researchers to interface additional

sensors and to apply the developed flight algorithms on the quadrotor.

2.2.2 Motors and Propellers

The motor, propeller and electronic speed controller (ESC) components are shown

in Figure 2.3. The Quanser Qball-X4 uses E-Flite Park 480 (1020 Kv) motors [117]

with paired reverse rotating propellers [118]. Two pairs of APC 10x4.7SFP propellers

are employed to generate the force to lift the quadrotor. The front and rear propeller

pair spins clockwise, while the left and right propeller pair spins counter-clockwise

such that the net aerodynamics torque is balanced, and the torque around yaw axis

is small.

Each motor is controlled by a Hobbywing Flyfun-30A ESC [119]. ESC receives

PWM commands from HiQ DAQ, and then generates appropriate motor throttles.

The PWM output from HiQ DAQ ranges from 1 ms (0 throttle) to 2 ms (full throttle),

and thus the duty cycle is set from 5% to 10% of a 20 ms cycle.

Figure 2.3: Motor, propeller and ESC.
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2.2.3 Batteries

The Quanser Qball-X4 uses two 3-cell, 2500 mAh Lithium-Polymer (LiPo) batteries

to power motors and HiQ DAQ card, as shown in Figure 2.4. The front and back

motor pair uses one battery, and the left and right motor pair uses the other. The

batteries are placed in a battery compartment beneath the crossbeam center. Due to

the safety reason, it is of importance to fix the batteries firmly during the flight, and

they are secured by velcro straps and battery connectors.

Figure 2.4: Two 2500mAh LiPo batteries.

LiPo batteries should be charged before the voltage is lower than 10 V. The HiQ

DAQ card has an battery voltage input channel, and a module is designed to monitor

the battery level when operating the quadrotor. Once the voltage is lower than 10.8 V,

a low battery warning will be displayed such that the operator can stop the quadrotor

and charge batteries. Batteries should always be charged and used in pairs. A Li-

Ion/Polymer Battery Charger/Balancer is used to charge the battery with the setup

of LiPo Balance/11.1 V(3S)/2.5 A. Note that when the LiPo battery is not been used

for a long time, it tends to discharge itself. If the voltage drops below 3.0 V per cell,

there exists a risk that the battery will not be able to be charged. In case that the

low voltage is displayed on the charger, and the LiPo Balance charging mode can not

be used, one can try to fix the battery by charging it with the setup of NiMH/5.0 A

until the battery voltage reaches 9.1 V. Then the battery can be charged with the

normal setup of LiPo Balance. To avoid battery damage, we can discharge the battery

with the setup of LiPo/Storage/1.0 A/11.1 V(3S) and preserve the battery in a dry



25

environment.

2.3 Quanser Qbot

The Quanser Qbot is a 2WMR designed by Quanser Inc. Two wheels are symmet-

rically mounted on an axis through the geometry center of the robot. The left and

right wheels are controlled independently to have the forward or backward speed

such that the motion of the robot can be controlled. Each Qbot is equipped with the

iRobot Creater robotic platform, infrared sensors, sonar sensors, a Logitech Quick-

cam Pro 9000 USB camera, a Gumstix microcontroller and a data acquisition board.

Qbot is open-architecture and suitable for researchers to add the off-the-shell sensor

and to realize the designed 2WMR control algorithms. In Chapter 3 and 4, a group of

Qbots are employed to verify the 2WMR rendezvous algorithms considering irregular

samplings, and in Chapter 5 and 6, together with the quadrotor Qball-X4, Qbots

are used for cooperative control of heterogeneous MASs. Table 2.2 illustrates some

hardware configurations of the Qbot.

Figure 2.5: Top view of the Quanser Qbot and sensors.
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Table 2.2: Parts of the Qbot components [2].

Component Description
INT/EXT Jumper INT, the internal iRobot Create battery;

EXT, the external battery power supply.

SW/nSW jumper SW, iRobot Creater must be switched on to receive power;

nSW, iRobot Creater always draws power.
Camera Logitech Quickcam Pro 9000 USB camera, specs in [120].
Infrared sensor 5 SHARP 2Y0A02 sensors, range from 20 cm to 150 cm.
Sonar sensor 3 MaxSonar-EZ0 sensors, range from 0 m to 6.45 m,

resolution 2.54 cm.
Battery APS 3000Ni-MH Battery/14.4 V, 3000 mAh.
DIO Pins Digital Input/Output Pins,

need to be configured as input (or output) channels.
Gumstix IR serial ground (GND), receive (GUMSTIX IR RXD),

transmit (GUMSTIX IR TXD), power (+3.3V or +5.0V).

Figure 2.6: Printed circuit board of the Quanser Qbot.

Figures 2.5 and 2.6 show the available Qbot sensors and the printed circuit board

respectively. There are five infrared sensors and three sonar senors placed on the top

surface of the Qbot. These sensors are connected to analog input pins of the Qbot and

are used to detect distances from the robot to obstacles. Bump sensors are employed

to navigate the robot when a collision occurs.
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2.4 QUARCr

QUARCr is a real-time control software developed by Quanser Inc., which provides

a Matlabr/Simulinkr interface for users to program their designed controllers for the

actual hardware. QUARCr can also compile the Simulinkr controller and generate

the executable files for the on-board microcontrollers. When executing controllers

on the Gumstix, the controller parameters can be tuned, and sensor measurements

can be observed in real-time. These features make the application convenient from

the user’s standpoint by avoiding the complicated code writings. Some important

characteristics of QUARCr are list as follows:

• Simple and flexible programming environment and hardware interface.

• Online parameter tuning, plotting, and other display capabilities in Simulinkr.

• Code generation for multiple targets from one Simulinkr block.

• Run multiple modules simultaneously on a single target.

• Support of multi-rate, multi-threaded, and asynchronous models.

• Internal communication capabilities among the multiple targets.

• Data archiving and more.

QUARCr supports various types of operating systems including Windows, QNX

x86, and Linux Verdex. Controllers, communication modules are edited and complied

at Host PC in Simulinkr environment, and then downloaded to remote targets such

as quadrotors or 2WMRs through wireless network.

2.5 Communication

Communication among the vehicles plays an important role in the successful coordi-

nation of a multi-agent system. QUARCr provides the ad-hoc peer-to-peer wireless

TCP/IP protocol for multi-vehicle information interactions. Each vehicle is config-

ured with a predefined unique IP address. A USB wireless adapter is used on the

Host PC for setting up the connection. When the power of the Qball-X4 or Qbot is

turned on, the Host PC can detect a network called GSAH, as shown in Figure 2.7(a).

The IP address of the Host PC is set as shown in Figure 2.7(b) and the connection
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between an individual vehicle and the Host PC can be checked by the command “ping

{IP address of the Quanser vehicle}” in the Window Run box. Figure 2.8(a) shows an

example of the successful connection with the corresponding time delays, and Figure

2.8(b) demonstrates a failed connection.

(a) Wireless ad-hoc net-
work GSAH created by the
vehicle.

(b) Host PC IP address setup.

Figure 2.7: Wireless network setup on the Host PC.

(a) A succussful connection between the Host PC
and the vehicle.

(b) A failed connection between the Host PC and
the vehicle.

Figure 2.8: Communication checking results.

To download the compiled file into the Quanser vehicles, IP addresses of the

targets are specified as “all linux-verdex targets” in the QUARCr setup, and the

default model URI is replace by the IP address of the target vehicles, i.e.,

tcpip://182.168.1.88:17001 for a Quanser Qbot.
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QUARCr provides communication blocksets under Simulinkr environment to re-

alize data interactions among the agents. Stream Client blocks on the Host PC and on

each vehicle act as hosts to send the data, and Stream Server blocks accept data from

the local host or remote host. More details of communication block configurations

can be found in [1–3].

2.6 Positioning System

The Quanser UVS is operated in an indoor GPS-denied environment. Alternatively,

the OptiTrackTM cameras developed by NaturalPoint Inc. are incorporated with the

on-board IMU to provide the precise real-time position and orientation information

of each vehicle, as shown in Figure 2.1. Each high-speed OptiTrackTM Flex 3 camera

is with 640 × 480 VGA resolution and is capable to process 100 frames per second.

The Precision Grayscale Mode is chosen for the camera, and then camera is only

sensitive to the infrared light. The minimum number of cameras used in the Quanser

UVS Lab is 3. More cameras are needed for the precise position information of the

vehicles in a larger workspace. The cameras are mounted higher up along the wall

such that the optimal overlapping workspace viewpoint can be achieved. In order to

apply the positioning system, following steps are to be taken in sequence with the

Motive software.

• Remove all objects that can reflect infrared light in the scene, and perform

the camera calibration by waving the wand (Figure 2.9(a)) with three reflective

markers through the workspace. The cameras capture the wand motions. When

each camera captures a sufficient number of the samples, stop waving the wand,

and the Motive software calculates the spatial information of the workspace.

• Position the L-shape OptiTrackTM calibration square (Figure 2.9(b)) horizon-

tally on the ground and set the ground plane in the Motive software. The

reflective marker between the two tubular spirit levels are set as the origin of

the earth-fixed frame (0,0,0). x and y-axes are also defined.

• Fix a cluster reflective markers on each vehicle with the unique configuration

(an example is shown in Figure 2.5), and the vehicle can be recognized and

tracked as a rigid body by Flex 3 cameras in the calibrated workspace.
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• Load the workspace calibration file and the rigid body definition file generated

by the Motive software into the corresponding QUARCr block. The position

and orientation information of the vehicle can now be obtained in the Simulinkr

environment.

(a) The 3-marker wand. (b) The OptiTrackTM calibration
square.

Figure 2.9: Wand and L-shape OptiTrackTM calibration square.

Figure 2.10 illustrates the model receiving position information from the Host PC.

2WMRs’ headings, positions of each 2WMR and quadrotor are measured from the

OptiTrackTM cameras.

Figure 2.10: Simulink model of the experimental platform: Positioning systems.
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A first-order high-pass filter that estimating the rate of change of the input is

employed to estimate the quadrotor’s velocity, as shown in Figure 2.11. Figure 2.12

shows the approach calculating the real-time angular velocities of a quadrotor.

Figure 2.11: Simulink model of the experimental platform: Velocity estimation of a
quadrotor.

Figure 2.12: Simulink model of the experimental platform: Angular velocity calcula-
tion of a quadrotor.

Real-time roll, pitch and yaw angles of the quadrotor are calculated using the

data measured from accelerometers, gyroscopes and magnetometers, as shown in

Figures 2.13–2.15. The low-pass filter Gi and band-pass filter Gg are verified through

experimental tests.

Gi =
100s

100s2 + 20s+ 1
,

Gg =
20s+ 1

100s2 + 20s+ 1
.
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Figure 2.13: Simulink model of the experimental platform: Roll angle calculation of
a quadrotor.

Figure 2.14: Simulink model of the experimental platform: Pitch angle calculation of
a quadrotor.
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Figure 2.15: Simulink model of the experimental platform: Yaw angle calculation of
a quadrotor.

2.7 Conclusion

QUARCr supports running multiple modules on a single target independently and

simultaneously. Figure 2.16 shows an example of the Quanser Qbot control Simulinkr

modules, which consists of 6 parts: Module 1 receives the data such as the real-time

position and orientation information of the robot itself from the Host PC; using the

Stream Client and Server blocks, module 2 broadcasts the data to other agents, and

module 3 receives the information from the networked robots. Module 4 is the black

box for the data saving. In module 5, the designed control algorithm for the 2WMR

is programmed in the M-file. Outputs of module 5 are the real-time wheel velocities,

which are sent to module 6, the Roomba blockset to drive the vehicle.
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Figure 2.16: One Quanser Qbot programming in the Simulinkr environment.
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Chapter 3

Non-uniform Sampling

Cooperative Control on a Group of

Two-wheeled Mobile Robots

3.1 Introduction

Periodical samplings are employed to study the consensus problem for MASs under

the sampled-data setting [114]. However, due to the existence of practical communi-

cation constraints, such as time delays and data losses, it is difficult to sample MAS

states periodically. The study of the irregular sampling for cooperative control is of

practical importance. Consensus protocols with non-uniform samplings are investi-

gated in [38, 121]. In particular, the authors in [38] propose the consensus protocol

for an MAS with double-integrator dynamics and non-uniform samplings. Consensus

can be reached if the fixed communication topology has a spanning tree and control

gains are appropriately chosen.

Most of existing works on cooperative control focus on the theoretical analysis,

and the effectiveness of proposed control protocols are only verified by simulations.

The application-oriented research on MASs is still at the early stage. In recent years,

the control of a 2WMR attracts much attention [122, 123]. For instance, the Qbot

developed by Quanser Consulting Inc. is an innovative 2WMR [2]. This mobile robot

consists of two wheels in parallel, and is equipped with wireless embedded computer

Gumstix and built-in sensors. With the accurate indoor global positioning system,

OptiTrackTM cameras from NaturalPoint Inc., the group of 2WMRs is ideally suited
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for MAS experimental studies.

Motived by the aforementioned discussion, our objective is to design and imple-

ment the consensus protocol for a group of 2WMRs. In this work, both first-order

and second-order system dynamics are considered in the consensus problem with non-

uniform sampling. Communication topologies in this work are assumed to be directed

and switching. Since two wheels of a 2WMR are mounted on a common axis, it is

impossible for a 2WMR to accelerate in the direction along the wheels’ connecting

axis. Such a system that has a less number of actuators than the degrees-of-freedom

(DOF) is the underactuated system. We develop a Rotate&Run Scheme for cooper-

ative control of a group of 2WMRs and prove that consensus can be reached with

non-uniform sampling if directed graphs satisfy certain conditions.

The main contributions of this work are three-fold:

• A new Rotate&Run Scheme is developed to solve the consensus problem for

a group of underactuated 2WMRs with non-uniform sampling. Physical con-

straints of the wheel velocities are considered in the design. The results on

stochastic matrices are employed to study the stability of the MAS.

• A more general framework is provided compared with the existing work. The

communication topology investigated in [38] is fixed and directed. However,

interaction topologies are always complicated and may change dynamically in

reality. In this work we consider the scenario of cooperative control of MASs

under switching topologies.

• The designed algorithms are efficiently implemented on the experimental plat-

form for solving the consensus problem.

The remaining part of the work are organized as follows. Section 3.2 and 3.3 in-

troduce some preliminaries and formulate the problems. The main theoretical results

on the consensus analysis are presented in Section 3.4. In Section 3.5, experimental

results on the real platform are provided to verify the effectiveness of the proposed

methods. Section 3.6 concludes this work.

Notation: The superscript ‘T’ represents the matrix transpose. R represents

the space of the real numbers. 1N and 0N denote vectors [1, 1, . . . , 1]T ∈ RN and

[0, 0, . . . , 0]T ∈ RN respectively. 0N×N represents a zero matrix with the dimension

N by N . IN ∈ RN×N is the identity matrix. diag{y1, y2, . . . , yn} is an n × n matrix

with diagonal entries y1, y2, . . . , yn. The notations will be used throughout the thesis.
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3.2 Preliminaries

We first present some basic knowledge in algebraic graph theory and nonnegative

matrices.

A directed graph G = (V , E , A) with N nodes is used to model the communication

topology over the network, where V = {v1, v2, . . . , vN} represents the vertex set,

E ⊆ V ×V denotes the edge set and A = [aij] ∈ RN×N , (aij ≥ 0,∀i, j = 1, 2, . . . , N) is

the adjacency matrix. Each agent is represented by a node in V . An edge eij = (vj, vi)

denotes that agent i receives information from agent j. aij > 0 if the corresponding

edge eij ∈ E , and agent j is called the neighbor of agent i. aij = 0 if eij /∈ E . It is

assumed that there is no information interaction from an agent to itself, meaning that

aii = 0. Ni = {vj ∈ V : (vj, vi) ∈ E} denotes the set of neighbors of agent i. A path

that from a vertex vi to the other vertex vj is an ordered sequence of edges (vi, vm1),

(vm1 , vm2),..., (vmp , vj), where each of the edges is in E . If there exists a node vi in the

graph that a directed path from that node to any other node exists, the graph has a

directed spanning tree rooted at vi. For more details, see [23] and references therein.

The graph Laplacian L = [lij] ∈ RN×N is defined as:

lij = −aij, ∀i ̸= j; lii =
N∑

j=1,j ̸=i

aij.

Matrix A ∈ Rn×n is nonnegative if all the entries of A are nonnegative, i.e., A > 0.

We denote A > B if A−B > 0. A stochastic matrix is defined as a nonnegative square

matrix with each row sum equal to 1. A matrix A is called stochastic indecomposable

and aperiodic (SIA) if limk→∞Ak = 1nc
T, where c is an n× 1 vector of constants.

The knowledge of directed graph and stochastic matrix will be used throughout

the works in Chapter 3, Chapter 5 and Chapter 6.

3.3 Problem Statement and System Description

3.3.1 Consensus of the MAS with First-order Dynamics

When operating the 2WMR in a two-dimensional plane, axes of the workspace are

arranged as given in [2]; see the top view in Figure 3.1. This is the workspace frame

used by the 2WMR controller. The heading θ is the angle between the direction

in which the 2WMR’s nose is pointing and the positive direction of x-axis. In this
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work, the heading is measured anti-clockwise from the positive direction of x-axis,

in degrees from −180◦ to 180◦. The coordinate system of the 2WMR will be used

throughout the thesis.

Nose of the 2WMR

Geometry center

Tail of the 2WMR

Figure 3.1: Top view of the coordinate systems for the 2WMR.

If we assume that motions along x and y-axes are decoupled, the system dynamics

in x-axis and y-axis can be modeled as{
˙̂xi(t) = ux̂i(t),

˙̂yi(t) = uŷi(t), i = 1, 2, . . . , N,
(3.1)

where x̂i(t), ŷi(t) ∈ R are the position information, and ux̂i(t), uŷi(t) ∈ R are the

control inputs along x-axis and y-axis, respectively.

In this work, all agents sample states simultaneously, and the sampling is not

periodical. Let {tk, k = 0, 1, . . . } be a sequence consisting of sampling time instants.

It is supposed that sampling periods are integer multiple of the smallest sampling

period h and are from a finite set, i.e., mkh = tk+1− tk ∈ Γ = {n1, n2, . . . , nτ}h, ∀k >
0, where ni is an integer.

Discretizing the dynamics in (3.1) by using the sampled-data setup and the zero-

order hold, we have {
x̂i(k + 1) = x̂i(k) +mkhux̂i(k),

ŷi(k + 1) = ŷi(k) +mkhuŷi(k),

where x̂i(k), ŷi(k) ∈ R, ux̂i(k), uŷi(k) ∈ R are the position and control input of agent
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i at time instant k. The system in (3.1) is then rewritten as{
x̂(k + 1) = x̂(k) +mkhux̂(k),

ŷ(k + 1) = ŷ(k) +mkhuŷ(k)

with x̂(k) = [x̂1(k), x̂2(k), . . . , x̂N(k)]
T,

ŷ(k) = [ŷ1(k), ŷ2(k), . . . , ŷN(k)]
T,

ux̂(k) = [ux̂1(k), ux̂2(k), . . . , ux̂N (k)]
T,

uŷ(k) = [uŷ1(k), uŷ2(k), . . . , uŷN (k)]
T.

If we apply the following control protocol to the decoupled system dynamics in (3.1):
ux̂i(t) = −βk

N∑
j=1

aij(tk)[x̂i(tk)− x̂j(tk)],

uŷi(t) = −βk
N∑
j=1

aij(tk)[ŷi(tk)− ŷj(tk)], tk 6 t < tk+1.

(3.2)

The state evolution of the system in (3.1) is further written as{
x̂(tk+1) = (IN −mkhβkL(tk))x̂(tk),

ŷ(tk+1) = (IN −mkhβkL(tk))ŷ(tk).
(3.3)

Note that the trajectory control of the 2WMR can be realized by varying the

velocity of each wheel. As shown in Figure 3.2, the body frame axes consist of x′-

axis and y′-axis which are pointing in the forward direction of the 2WMR and to

the left along the common axis of two wheels. Define vl and vr as the left and right

wheel velocities parallel to x′-axis. By realizing the fact that as an underactuated

system, the 2WMR cannot generate the independent velocity along y′-axis, and the

design of the control protocol in (3.2) needs to be modified. Instead of controlling

the decoupled system dynamics in (3.1), we propose a Rotate&Run Scheme based on

the control protocol in (3.2) to control the 2WMR in the two-dimensional plane.

The body frame axes divide the plane into four infinite regions according to the

signs of the two coordinates (x′, y′): Quadrant I (+, −); II (+, +); III (−, +) and IV

(−, −); see Figure 3.2, and the shaded region represents Quadrant I. The Rotate&Run

Algorithm for each agent to update the states is illustrated in Algorithm 3.1. At

the sampling time instant tk, we calculate the goal heading for agent i, and determine

the rotation direction. After rotating in place until it aims at the calculated direction,
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agent i then moves in a straight line toward (x̂i(tk+1), ŷi(tk+1)) at the velocity v =√
(ûxi(tk))

2 + (ûyi(tk))
2 if v < vmax otherwise v = vmax until the next sampling time

instant.

I

II

III

IV

Nose of the 2WMR

Geometry center of the 2WMR

Quadrant I

Figure 3.2: Body frame axes of the 2WMR.

Note that if we apply Algorithm 3.1 to a group of 2WMRs, the time interval

[tk, tk+1) includes [tk, tk + ∆T ) for the 2WMR to rotate around the midpoint of the

wheel axis and [tk + ∆T, tk+1) for the 2WMR to move toward (x̂i(tk+1), ŷi(tk+1)).

By adopting this algorithm and considering the physical constraints of the wheel

velocities ∥vl∥ 6 vmax and ∥vr∥ 6 vmax, it is readily shown that the maximum

rotation angle for the 2WMR is ±90◦ to ensure that either the nose or the tail points

at (x̂i(tk+1), ŷi(tk+1)). With the assumption that ∆T 6 tk+1 − tk, ∀k = 0, 1, 2, . . . ,

x and y position evolutions of agent i, (xi(tk+1), yi(tk+1)) at the time instant tk+1

is supposed to be on the line segment from (xi(tk), yi(tk)) to (x̂i(tk+1), ŷi(tk+1)).

It is noticed that ∥xi(tk+1)−xi(tk)
x̂i(tk+1)−xi(tk)

∥ = ∥yi(tk+1)−yi(tk)
ŷi(tk+1)−yi(tk)

∥ = λi(tk),∀i = 1, 2, . . . , N, where

λi(tk) ∈ (0, 1] is a constant. Let x(tk) = [x1(tk), x2(tk), . . . , xN(tk)]
T and y(tk) =

[y1(tk), y2(tk), . . . , yN(tk)]
T, after some algebraic manipulation, we get{

x(tk+1) = Ψkx(tk),

y(tk+1) = Ψky(tk),
(3.4)

where Ψk = (IN − λkmkhβkL(tk)) and λk = diag{λ1(tk), λ2(tk), . . . , λN(tk)}. The

consensus property of (3.4) will be analyzed in Section 3.4.
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Algorithm 3.1 The Rotate&Run Algorithm for agent i with the first-order dynamics
(i = 1, 2 . . . N .)

Input: xi(tk), yi(tk), θi(tk), xj(tk), yj(tk), ∀j ∈ Ni(tk).
Output: vl(t), vr(t), tk 6 t < tk+1.
1: if t = tk then
2: Choose the value of βk satisfying the condition in Lemma 3.1.
3: Set x̂i(tk) = xi(tk), ŷi(tk) = yi(tk), and calculate x̂i(tk+1), ŷi(tk+1) using (3.3),

θiT = atan2((ŷi(tk+1)− yi(tk)), (x̂i(tk+1)− xi(tk))),
vi =

√
(ux̂i(tk))

2 + (uŷi(tk))
2, for the case

√
(ux̂i(tk))

2 + (uŷi(tk))
2 < vmax, oth-

erwise vi = vmax.
4: if (x̂i(tk+1), ŷi(tk+1)) is in Quadrant I, then
5: Rd= 1, Md= 1, θid(tk) = θiT ;
6: else if (x̂i(tk+1), ŷi(tk+1)) is in Quadrant II, then
7: Rd= −1, Md=1, θid(tk) = θiT ;
8: else if (x̂i(tk+1), ŷi(tk+1)) is in Quadrant III, then
9: Rd= 1, Md= −1;
10: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦);
11: else
12: Rd= −1, Md= −1;
13: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦).
14: end if
15: end if
16: while tk 6 t < tk+1 do
17: if |θi(t)− θid(tk)| > ε then
18: vl = v̄, vr = −v̄ for the case Rd= 1 and
19: vl = −v̄, vr = v̄ for the case Rd= −1.
20: else
21: vl = vi, vr = vi for the case Md= 1 and
22: vl = −vi, vr = −vi for the case Md= −1.
23: end if
24: end while

Rd= 1: Rotating clockwise,
Rd= −1: Rotating counterclockwise,
Md= 1: Moving forward when the nose of the 2WMR is pointing at
(x̂i(tk+1), ŷi(tk+1)),
Md= −1: Moving backward when the tail of the 2WMR is pointing at
(x̂i(tk+1), ŷi(tk+1)),
xi(tk), yi(tk), θi(tk) are x, y positions and heading of 2WMR i at instant tk,
ε is the tolerance for the heading,
vl and vr are the left and right wheel velocities,
v̄ satisfying 0 6 v̄ 6 vmax is the constant wheel velocity for the 2WMR to rotate in
place.
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3.3.2 Consensus of the MAS with Second-order Dynamics

In this subsection, we propose a second-order consensus protocol that incorporates

both the position and velocity feedback into the controller design for a group of

2WMRs. First we consider the following decoupled system dynamics{
˙̂xi(t) = vx̂i(t), v̇x̂i(t) = ux̂i(t),

˙̂yi(t) = vŷi(t), v̇ŷi(t) = uŷi(t),
(3.5)

where x̂i(t), ŷi(t), vx̂i(t), vŷi(t), ux̂i(t), uŷi(t) ∈ R are the position, velocity in-

formation and control inputs along x-axis and y-axis. With the non-uniform and

synchronous sampling, we apply a zero-order hold for the control inputs ux̂i(t) and

uŷi(t). Eq. (3.5) is then discretized as

x̂i(k + 1) =
1

2
m2
kh

2ux̂i(k) +mkhvx̂i(k) + x̂i(k),

vx̂i(k + 1) = vx̂i(k) +mkhux̂i(k),

ŷi(k + 1) =
1

2
m2
kh

2uŷi(k) +mkhvŷi(k) + ŷi(k),

vŷi(k + 1) = vŷi(k) +mkhuŷi(k).

(3.6)

Define

x̂(k) = [x̂1(k), x̂2(k), . . . , x̂N(k)]
T,

ŷ(k) = [ŷ1(k), ŷ2(k), . . . , ŷN(k)]
T,

vx̂(k) = [ux̂1(k), vx̂2(k), . . . , vx̂N (k)]
T,

vŷ(k) = [uŷ1(k), vŷ2(k), . . . , vŷN (k)]
T.

ux̂(k) = [ux̂1(k), ux̂2(k), . . . , ux̂N (k)]
T,

uŷ(k) = [uŷ1(k), uŷ2(k), . . . , uŷN (k)]
T.

Then



[
x̂(k + 1)

vx̂(k + 1)

]
=

[
IN mkhIN

0 IN

][
x̂(k)

vx̂(k)

]
+

[
1
2
m2
kh

2IN

mkhIN

]
ux̂(k),[

ŷ(k + 1)

vŷ(k + 1)

]
=

[
IN mkhIN

0 IN

][
ŷ(k)

vŷ(k)

]
+

[
1
2
m2
kh

2IN

mkhIN

]
uŷ(k).

(3.7)
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We propose the following consensus protocol for the second-order decoupled sys-

tem dynamics: 

ux̂i(t) = −αkvx̂i(tk)− βk

N∑
j=1

aij(tk)[x̂i(tk)− x̂j(tk)],

uŷi(t) = −αkvŷi(tk)− βk

N∑
j=1

aij(tk)[ŷi(tk)− ŷj(tk)],

tk 6 t < tk+1.

(3.8)

The system in (3.7) can be rewritten as

[
x̂(tk+1)

vx̂(tk+1)

]
= Π̂k

[
x̂(tk)

vx̂(tk)

]
,[

ŷ(tk+1)

vŷ(tk+1)

]
= Π̂k

[
ŷ(tk)

vŷ(tk)

]
,

(3.9)

where

Π̂k =

[
IN − 1

2
m2
kh

2βkL(tk) (mkh− 1
2
αkm

2
kh

2)IN

−βkmkhL(tk) (1− αkmkh)IN

]
.

The control protocol in (3.8) can not be applied to the 2WMR because the under-

actuation characteristic of the system dynamics may result in the failure of the control.

Let xi(tk), vxi(tk), yi(tk), vyi(tk), θi(tk) be x position, x velocity, y position, y velocity

and heading of 2WMR i at tk. We propose Algorithm 3.2 for each 2WMR with the

second-order dynamics to update the states: 1) Set x̂i(tk) = xi(tk), ŷi(tk) = yi(tk),

vx̂i(tk) = vxi(tk) and vŷi(tk) = vyi(tk); choose the values of control gains αk and βk

satisfying the conditions in Lemma 3.5, and then calculate vx̂i(tk+1), vŷi(tk+1) using

(3.9); 2) the 2WMR rotates in place until the nose or the tail aims at the goal orien-

tation θiT = atan2(vŷi(tk+1), vx̂i(tk+1)); 3) the vehicle moves along the orientation at

the velocity v =
√

(vx̂i(tk+1))2 + (vŷi(tk+1))2 if v < vmax otherwise v = vmax until the

next sampling time instant.

The sampling period at the time instant tk is expected to be mkh = tk+1 − tk for
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Algorithm 3.2 The Rotate&Run algorithm for a group of Qots with the second-order
and two-dimensional dynamics

Input: xi(tk), vxi(tk), yi(tk), vyi(tk), θi(tk), xj(tk), vxj(tk), yj(tk), vyj(tk), ∀j ∈ Ni(tk).
Output: vl(t), vr(t), tk 6 t < tk+1.
1: if t = tk then
2: Set x̂i(tk) = xi(tk), ŷi(tk) = yi(tk), vx̂i(tk) = vxi(tk) and vŷi(tk) = vyi(tk);

choose the value of αk and βk satisfying the conditions in Lemma 3.5.
3: Calculate vx̂i(tk+1), vŷi(tk+1) using (3.9),

θiT = atan2(vŷi(tk+1), vx̂i(tk+1)),
vi =

√
(vx̂i(tk+1))2 + (vŷi(tk+1))2,

for the case v =
√

(vx̂i(tk+1))2 + (vŷi(tk+1))2 < vmax, otherwise vi = vmax.
4: if (xi(tk) + vx̂i(tk+1), yi(tk) + vŷi(tk+1)) is in Quadrant I, then
5: Rd= 1, Md= 1, θid(tk) = θiT ;
6: else if (xi(tk) + vx̂i(tk+1), yi(tk) + vŷi(tk+1)) is in Quadrant II, then
7: Rd= −1, Md=1, θid(tk) = θiT ;
8: else if (xi(tk) + vx̂i(tk+1), yi(tk) + vŷi(tk+1)) is in Quadrant III, then
9: Rd= 1, Md= −1;
10: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦);
11: else
12: Rd= −1, Md= −1;
13: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦).
14: end if
15: end if
16: while tk 6 t < tk+1 do
17: if |θi(t)− θid(tk)| > ε then
18: vl = v̄, vr = −v̄ for the case Rd= 1 and
19: vl = −v̄, vr = v̄ for the case Rd= −1.
20: else
21: vl = vi, vr = vi for the case Md= 1 and
22: vl = −vi, vr = −vi for the case Md= −1.
23: end if
24: end while

Rd= 1: Rotating clockwise,
Rd= −1: Rotating counterclockwise,

Md= 1: Moving forward with the velocity v, satisfying ∥vxi (t)
vyi (t)

∥ = ∥vx̂i (tk+1)

vŷi (tk+1)
∥,

Md= −1: Moving backward with the velocity v, satisfying ∥vxi (t)
vyi (t)

∥ = ∥vx̂i (tk+1)

vŷi (tk+1)
∥,

ε is the tolerance for the heading,
v̄ satisfying 0 6 v̄ 6 vmax is the constant wheel velocity for the 2WMR to rotate in
place.
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updating the velocity. Using (3.9), we have{
vx̂i(tk+1) = vx̂i(tk) +mkhux̂i(tk),

vŷi(tk+1) = vŷi(tk) +mkhuŷi(tk).

However, since the time interval [tk, tk+1) consists of the time interval for the 2WMR

to rotate in place to meet the required orientation and the time interval for the 2WMR

to update the positions along x and y-axes, the actual velocities along x and y-axes

of agent i at the time instant tk+1 are{
vxi(tk+1) = vxi(tk) + ρi(tk)mkhux̂i(tk),

vyi(tk+1) = vyi(tk) + ρi(tk)mkhuŷi(tk),

where ρi(tk) ∈ (0, 1]. Let x(tk) = [x1(tk), x2(tk), . . . , xN(tk)]
T,

vx(tk) = [vx1(tk), vx2(tk), . . . , vxN (tk)]
T, y(tk) = [y1(tk), y2(tk), . . . , yN(tk)]

T

and vy(tk) = [vy1(tk), vy2(tk), . . . , vyN (tk)]
T, we have

[
x(tk+1)

vx(tk+1)

]
= Πk

[
x(tk)

vx(tk)

]
,[

y(tk+1)

vy(tk+1)

]
= Πk

[
y(tk)

vy(tk)

]
,

(3.10)

where

Πk =

[
IN − 1

2
(ρkmkh)

2βkL(tk) ρkmkh− 1
2
αk(ρkmkh)

2

−βkρkmkhL(tk) IN − αkρkmkh

]
,

ρk = diag{ρ1(tk), ρ2(tk), . . . , ρN(tk)}. (3.11)

3.4 Main Results

In this section, we present the main results on the conditions of ensuring consensus.

Consensus Analysis for the MAS with First-order Dynamics

Consider Algorithm 3.1 for the MAS, we have the following lemma.
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Lemma 3.1. There exist βk, k = 1, 2 . . . such that the corresponding Ψk in (3.4) are

stochastic matrices.

Proof. If we choose βk such that 0 < βk < mini
1

λi(tk)mkh
∑

j∈Ni
aij(tk)

, ∀i = 1, 2, . . . , N .

It is readily to show that Ψk are nonnegative matrices and the diagonal elements are

positive.

Lemma 3.2 (Lemma 3.3, Corollary 3.5 & Lemma 3.7 in [29]). If the stochastic

matrix M ∈ Rn×n has positive diagonal elements, and the associated directed graph

has a spanning tree, then M is SIA.

Lemma 3.3 ( [124]). Let {S1, S2, . . . , Sk} be a set consisting of finite SIA matrices

with the same dimension n× n. Any sequence of matrix product SimSim−1 . . . S1 with

arbitrary length is SIA. Moreover, for the product SimSim−1 . . . with infinite length,

there exists a column vector c such that

lim
m→∞

SimSim−1 . . . S1 = 1nc
T.

The following theorem presents the consensus condition for a group of agents with

first-order dynamics.

Theorem 3.1. Assume that βk, k = 1, 2 . . . satisfy the condition in Lemma 3.1.

Consensus of the group of 2WMRs with the first-order dynamics and non-uniform

sampling can be reached if the switching directed graphs G(tk), k = 1, 2 . . . have a

spanning tree at each sampling time instant.

Proof. From the analysis in the previous section, it is shown that by varying the

rotating velocity v̄ of the wheels, we can change the length of the rotating time

∆T = |θi(tk)−θid(tk)|πd
360v̄

in the time interval [tk, tk+1) such that 0 < λi(tk) 6 1, where

θi(tk) is the heading angle of agent i at the time instant tk. θid(tk) is the target

heading of agent i, and d is the diameter of the 2WMR. Then from Lemma 3.1 and

Lemma 3.2, it is seen that Ψk is SIA. From Lemma 3.3, we know thatx(tk) = lim
k→∞

ΨkΨk−1 . . .Ψ0x(t0) = 1Nc
T
1 x(t0),

y(tk) = lim
k→∞

ΨkΨk−1 . . .Ψ0y(t0) = 1Nc
T
1 y(t0),

which implies that consensus can be reached.
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3.4.1 Consensus Analysis of the MAS with Second-order Dy-

namics

This section presents conditions for solving the consensus problem for a group of

2WMRs with second-order dynamics. Consider the system in (3.10), it is seen that

the state convergence analyses on x-axis and y-axis are the same. For the convenience

of the theoretical study, we only explore the convergence of the consensus on x-axis.

From (3.10), we have[
x(tk+1)

vx(tk+1)

]
= ΠkΠk−1 . . .Π0

[
x(t0)

vx(t0)

]
=

[
Bk Ck

Dk Ek

][
x(t0)

vx(t0)

]
.

In light of Lemma 3.1 in [114] and Lemma 1 in [38], we have the following lemma.

Lemma 3.4. Assume that αkρi(tk)mkh ̸= 2, ∀k = 0, 1, . . . and i = 1, 2, . . . , N .

If limk→∞Bk exists and all rows of limk→∞Bk are same, then we have xi(tk) →
xj(tk), vi(tk) → 0 for any initial conditions of B0 and D0.

Proof. It can be proved by following the similar lines in [114].

In order to study the condition for reaching the consensus of the MAS in (3.10),

we next derive the iteration of Bk. Denote

Πk =

[
Πk,11 Πk,12

Πk,21 Πk,22

]
,

where Πk,11, Πk,12, Πk,21 and Πk,22 are the blocks in (3.11). It is shown that Πk,12

and Πk,22 are diagonal matrices. Then we have

Bk = Πk,11Bk−1 +Πk,12Dk−1,

Bk−1 = Πk−1,11Bk−2 +Πk−1,12Dk−2,

Dk−1 = Πk−1,21Bk−2 +Πk−1,22Dk−2.

From the above equations, we obtain

Bk = Ψk1Bk−1 +Ψk2Bk−2,
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where {
Ψk1 = Πk,11 +Πk,12Πk−1,22Π

−1
k−1,12,

Ψk2 = Πk,12Πk−1,21 − Πk,12Πk−1,22Π
−1
k−1,12Πk−1,11.

(3.12)

Then the equation can be further written as[
Bk

Bk−1

]
= Hk

[
Bk−1

Bk−2

]
=

[
Ψk1 Ψk2

IN 0

][
Bk−1

Bk−2

]
. (3.13)

Lemma 3.5. There exist control gains αk and βk, k = 1, 2 . . . such that Ψk1 and Ψk2

are nonnegative matrices with positive diagonal entries. The matrix Hk is a stochastic

matrix.

Proof. Let αkρi(tk)mkh = γ ̸= 2,∀k and i = 1, 2, . . . , N . The rotating time in the

time interval [tk, tk+1) can be calculated as ∆T = |θi(tk)−θid(tk)|πd
360v̄

. It follows that

ρi(tk) =
mkh−∆T
mkh

. Denote Φk = diag{ ρ1(tk)
ρ1(tk−1)

, ρ2(tk)
ρ2(tk−1)

, . . . , ρN (tk)
ρN (tk−1)

}.
Then we have

Πk,12Πk−1,22Π
−1
k−1,12 = Φk(1− γ)

mk

mk−1

,

Πk,12Πk−1,21 = −ρkmkh(1−
1

2
γ)βk−1ρk−1mk−1hL(tk−1),

= −Φk
mk

mk−1

(1− 1

2
γ)βk−1(ρk−1mk−1h)

2L(tk−1),

Πk,12Πk−1,22Π
−1
k−1,12Πk−1,11 = Φk

mk

mk−1

(1− γ)Πk−1,11.

(3.14)

Substituting (3.14) and Πk−1,11 into (3.12), we obtain

Ψk1 = Φk(1− γ)
mk

mk−1

+ IN − 1

2
(ρkmkh)

2βkL(tk),

Ψk2 = −Φk
mk

mk−1

(1− 1

2
γ)βk−1(ρk−1mk−1h)

2L(tk−1)− Φk
mk

mk−1

(1− γ)

× [IN − 1

2
(ρk−1mk−1h)

2βk−1L(tk−1)]

= −1

2
Φk

mk

mk−1

βk−1(ρk−1mk−1h)
2L(tk−1)− Φk(1− γ)

mk

mk−1

.

(3.15)

Note that Ψk1 and Ψk2 are all assumed to be nonnegative matrices and the diagonal
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entries are positive, and thus we first require that

1 +
ρi(tk)

ρi(tk−1)

mk

mk−1

(1− γ) > 0,∀i = 1, 2, . . . N,

(1− γ) < 0.

It gives that 1 < γ < 1+ ρi(tk−1)mk−1

ρi(tk)mk
. In other words, since we have αkρi(tk)mkh = γ,

the control gain αk should satisfy

1

ρi(tk)mkh
< αk <

ρi(tk−1)mk−1

(ρi(tk)mk)2h
. (3.16)

Define

β̂1 = min
i

{
2[ρi(tk)mk(1− γ) + ρi(tk−1)mk−1]

ρi(tk−1)mk−1[ρi(tk)mkh]2lii(tk)

}
,

β̂2 = min
i

{
−2(1− γ)

(ρi(tk)mkh)2lii(tk)

}
.

Next, if we choose βk appropriately, i.e.,

0 < βk < min
{
β̂1, β̂2

}
, (3.17)

then it is shown that Ψk1 and Ψk2 are both nonnegative matrices with positive diag-

onal entries. It follows that Hk is a nonnegative matrix.

Now we investigate the row sums of Hk. Considering (3.15), we have that the ith

(i = 1, 2, . . . , N) row sum of Hk can be equivalently written as

si(tk) =
ρi(tk)mk

ρi(tk−1)mk−1

(1− γ)− 1

2
(ρkmkh)

2βk

N∑
j=1

lij(tk)

− 1

2

ρi(tk)mkβk−1

ρi(tk−1)mk−1

(ρk−1mk−1h)
2

N∑
j=1

lij(tk−1) + 1− ρi(tk)mk

ρi(tk−1)mk−1

(1− γ).

Accordingly, noting that L(tk)1N = 0, we obtain that si(tk) = 1, i = 1, 2, . . . , N .

Combining the fact that si(tk) = 1, i = N + 1, N + 2, . . . , 2N , it implies that Hk is a

stochastic matrix if αk and βk satisfy the conditions in (3.16) and (3.17).

We list two useful lemmas in drawing the main results.
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Lemma 3.6 (Lemma 2 in [26]). Letm > 2 be a positive integer and letM1,M2, . . . ,Mm

be nonnegative matrices with positive diagonal entries. There exists a positive number

ε such that

M1M2 . . .Mm > ε(M1 +M2 + · · ·+Mm).

Lemma 3.7 (Corollary 3.4 in [114]). Suppose that the row sums of the nonnegative

matrix M ∈ Rn×n are same. It then follows that the directed graph associated with[
M M

M M

]
has a directed spanning tree if the directed graph of M has a directed

spanning tree.

In the sequel, we present our main result on the consensus of a group of 2WMRs

with the second-order dynamics and non-uniform sampling.

Theorem 3.2. Let G(tk) be switching directed graphs which have a spanning tree at

the time instant tk, k = 1, 2, . . . . We assume that if the graph dynamically changes

at the time instant tk+1, then the graph remains unswitched at the next two sampling

time instants, i.e., G(tk+1) = G(tk+2) = G(tk+3). Suppose that αk and βk satisfy the

conditions in (3.16) and (3.17), Algorithm 3.2 solves the second-order consensus

problem for a group of 2WMRs with non-uniform sampling.

Proof. From (3.13), it follows that

HkHk−1 =

[
Ψk1Ψ(k−1)1 +Ψk2 Ψk1Ψ(k−1)2

Ψ(k−1)1 Ψ(k−1)2

]
>
[

Ψk2 Ψk1Ψ(k−1)2

Ψ(k−1)1 Ψ(k−1)2

]
. (3.18)

From Lemma 3.6 and 3.7, there exists a positive number ε1 such that

Ψk1Ψ(k−1)2 > ε1(Ψk1 +Ψ(k−1)2).

Then

HkHk−1 >
[

Ψk2 ε1Ψk1

Ψ(k−1)1 Ψ(k−1)2

]
.

From (3.15), we can see that the nonnegative matrices Ψk1, Ψ(k−1)1, Ψk2 and Ψ(k−1)2

have zero and positive entries at the same positions if the associated Laplacian ma-

trices L(tk), L(tk−1) and L(tk−2) have zero and non-zero entries at the same posi-
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tions. Because Ψk1 and Ψk2 can be calculated as diag{b1k, b2k, . . . , bNk}−ηkL(tk) and
diag{c1k, c2k, . . . , cNk} − ηk−1L(tk−1), where bik, cik, i = 1, 2, . . . , N and ηk are scalars

which can be specified from mk−1,mk, ρi(tk), ρi(tk−1), αk, αk−1, βk and βk−1. Hence

there exists ε0 > 0, with the property that

HkHk−1 > ε0

[
Ψk1 Ψk1

Ψk1 Ψk1

]
.

It is readily to show that the directed graph associated with Ψk1 has a spanning tree

if the graph G(tk) has a spanning tree. Using Lemma 3.7, we see that the directed

graph of HkHk−1 also has a spanning tree. Therefore, from Lemma 3.2, HkHk−1

is SIA. Multiplying both sides of the equation in (3.18) by Hk+1, and then using an

argument similar to the above process, we have

Hk+1HkHk−1 >
[
ε1(Ψ(k+1)2 +Ψ(k−1)1) ε2(Ψ(k+1)2 +Ψ(k−1)2)

Ψk2 ε3(Ψk1 +Ψ(k−1)2)

]
.

Note that the structure of the four blocks in the right-hand side of the above matrix

inequality are determined by L(tk), L(tk−1) and L(tk−2) as well, which implies that

the four blocks have zero and positive entries at the same positions. It then follows

that

Hk+1HkHk−1 > ε̄0

[
Ψk1 Ψk1

Ψk1 Ψk1

]
.

From the above statements we see that the switching interaction graph G(tk+1) can

either be the same with G(tk) or change dynamically. And then Lemma 3.6 and

Lemma 3.2 explicitly show that Hk+1HkHk−1 is SIA.

Let the following sequence HkHk−1 . . . H2H1 = Rm Rm−1 . . . R2R1, where Ri =

Hj+sHj+s−1 . . . Hj+1Hj, s > 3, i = 1, 2, . . . ,m, with the property that L(tj−1) =

L(tj) = · · · = L(tj+s−1) ̸= L(tj+s) = L(tj+s+1) . . . . It can be obtained from the

similar argument that Ri, i = 1, 2, . . . ,m are SIA. Then by applying Lemma 3.3,

there exists a vector c2 that

lim
m→∞

RmRm−1 . . . R1R0 = 1Nc
T
2 .
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Bk in (3.13) will have the identical rows as k → ∞. Then, by Lemma 3.4, we show

that consensus can be reached.

3.5 Experiment

In Figure 3.3, the experimental setup is demonstrated. In order to maneuver vehicles

with accurate positioning in a GPS-denied environment, each vehicle is defined and

tracked as a unique rigid body with a cluster of reflective markers. Then OptiTrackTM

cameras from NaturalPoint Inc. are employed to locate the marked rigid bodies.

The two-wheeled ground robot Qbot is equipped with Gumstix microcontroller for

running the real-time control software, QUARCr from Quanser Consulting Inc. A

ground station is employed to processes the OptiTrackTM data, and also to compile

the QUARCr models into the vehicles. Communications are established through the

wireless network. In the following, we present the experimental results to demonstrate

the effectiveness of the designed controllers.

Host PC

Two-Wheeled Mobile Robots

Optitrack Cameras

Figure 3.3: Experimental setup of the Quanser Unmanned Vehicle Systems Lab.
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3.5.1 Experiment 1: Non-uniform Consensus of the MAS

with First-order Dynamics

In this experiment, we examine the consensus performance of a group of 2WMRs

with first-order dynamics.
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Figure 3.4: Experimental results of Algorithm 3.1: Time response of x and y posi-
tions of four 2WMRs.
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Figure 3.5: Experimental results of Algorithm 3.1: Trajectories of four 2WMRs.
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Figure 3.6: Experimental results of Algorithm 3.1: Wheel velocities of 2WMRs.

Figures 3.4 show the time response of x and y positions of four 2WMRs. Figure

3.5 shows the trajectories of the geometry centers of robots. The 2WMR is with a

diameter 34 cm, and we say that consensus is reached if each robot’s edge touches

at least one edge of the other robot with their final positions. In Figure 3.5, we

plot circles with diameter 34 cm representing 2WMRs’ final positions. It is observed

that some edges of 2WMRs are intersected. If a 2WMR’s certain portion of edge

mounted with a bump sensor collides with the other vehicle, its radius of this portion

of edge may shrink. Figure 3.6 shows that physical constraints of wheel velocities

∥vl∥ 6 vmax = 0.5 m/sec, ∥vr∥ 6 vmax = 0.5 m/sec are satisfied.

3.5.2 Experiment 2: Non-uniform Consensus of the MAS

with Second-order Dynamics

A testing is conducted to check the effectiveness ofAlgorithm 3.2. The experimental

results are shown in Figures 3.7–3.8. It is shown that consensus can be reached. From

Figures 3.6 and 3.8, we have the comparison result regarding the convergence speed

between Algorithm 1 and Algorithm 3.2: Consensus is reached faster by applying

second-order control protocols.
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Figure 3.7: Experimental results of Algorithm 3.2: Trajectories of four 2WMRs.
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Figure 3.8: Experimental results of Algorithm 3.2: Time response of x and y ve-
locities of four 2WMRs.

3.6 Conclusion

In this work, we investigated the consensus problem for a group of 2WMRs with

non-uniform sampling and switching directed communication topologies. We devel-

oped consensus algorithms for first-order and second-order underactuated systems,

respectively. The control gains are properly chosen and sufficient conditions are es-
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tablished in terms of the graph connectivity to ensure consensus. The effectiveness is

validated by experimental results. Future research will be focused on the convergence

speed analysis for the proposed algorithms and the study of consensus algorithms

with asynchronous and non-uniform sampling.

A video of the experiment is posted on the following URL:

https://youtu.be/1O9mcvHcs-U
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Chapter 4

Event-Based Rendezvous Control

for a Group of Robots with

Asynchronous Periodic Detection

and Communication Time Delays

4.1 Introduction

In most results on cooperative control of MASs, it is usually assumed that all agents

sample and broadcast data periodically, and agent controllers are updated synchronously.

However, constraints such as time delays, data loss, limited communication resources

need to be taken into consideration when designing the appropriate controllers. Many

research studies have been carried out on the irregular sampling consensus control

methods. In Chapter 3, we study the non-uniform sampling cooperative control for

a group of 2WMRs. It is noted that the synchronous sampling control strategies

are adopted in this work, which in essence involves synchronizing local clocks of the

distributed MAS, and brings real challenges to practical applications.

Consensus problems with special regard to asynchronous agent behaviors are prac-

tical concerns. In [40], by using the nonnegative matrix theory, the authors study

an asynchronous consensus control for the first-order continuous-time MAS with dis-

crete data transmission. Cao and Wang investigate the second-order asynchronous

consensus problem and analyze convergence through Lyapunov approach [125]. Later

in [126], a velocity estimation based consensus method is proposed for the second-
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order asynchronous MAS in the sampled-data setting. More works can be found

in [67, 127], etc. Most of the above mentioned works assume that agents update the

controllers asynchronously but periodically. However, periodic and frequent samplings

may result in redundant data transmissions in the case that time-scheduled sampling

intervals are too small, especially when agents are equipped with resource-limited

microcontrollers.

To address the above concern, an event-triggered control method is applied as an

important technique in the study of consensus problems. The controller will only

be updated when predefined event-triggering conditions are satisfied. Pioneer work

on event-triggered consensus can be traced back to [99], and further researches are

carried out from various standpoints, such as first-order consensus [128], second-

order consensus [101], consensus in general linear MASs [102], nonlinear MASs [103],

observer-based consensus [104] and more.

In our previous work [100], an event-triggered consensus control is proposed for

an asynchronous MAS. Each agent checks the designed event-triggering condition

periodically according to its own clock. If the event-triggering condition for an agent

is satisfied, this agent samples and broadcasts its current state. The agent and its

neighbors’ controllers are updated right away. By using the novel integral-type event-

triggering condition, the agent performance from the last event-detection instant is

comprehensively considered. Consensus experiments on a group of asynchronous

2WMRs are also conducted.

Nevertheless, from the application-oriented perspective, the work in [100] can

be improved in the following two aspects: 1) due to the existence of the intrinsic

communication time delays, it is difficult to update MAS controllers promptly. It is of

more practical importance to investigate the effects of time delays on the asynchronous

controllers. There exist lots of works addressing consensus problems with time delays.

For example, Zhang et al. [129] propose an effective consensus control method for the

uncertain continuous-time MASs with time delays. More related works can be found

in [6,130–133]; 2) it is worth mentioning that the state of 2WMR in [100] is only with

one degree-of-freedom (DOF), which implies that the algorithm can not be applied

to solve the rendezvous problem. However, when operating the distributed 2WMRs

in a two-dimensional plane, the rendezvous control can be applied in some useful

applications such as recycling robots after cooperative control missions; e.g., search

and rescue, mine sweeping, area exploration, etc.

Motivated by the above discussion, this chapter investigates the event-triggered
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rendezvous control for a group of 2WMRs with communication time delays. All

agents have the same fixed event-checking period, but each agent checks triggering

conditions asynchronously. Two integral-type event-triggering conditions need to be

checked at the event-checking instant for each agent, i.e., one is for x and the other is

for y state evolution. If the condition for x (or y) state evolution is satisfied, this agent

samples current x (or y) state and broadcast it to the neighbors through networks

with a time-varying delay. After an agent receives the updated data, it calculates the

its control input. We design a Rotate&Compensate&Run Rendezvous Scheme to tune

the orientation of the agent and then update the states. The sufficient condition is

given to show that 2WMRs are eventually driven to reach rendezvous at the average

of all agents’s initial states.

The remainder of the chapter is organized as follows. Section 4.2 introduces

some preliminaries. In Section 4.3, we formulate the 2WMR rendezvous problem and

provide the distributed event-triggered control method. We analyze the convergence

of 2WMRs with time-varying delays in Section 4.4. Experiments are given in Section

4.5 to verify the effectiveness of the designed control method. Section 4.6 presents

the conclusion and future work.

4.2 Preliminaries

In this section, we first review some preliminaries in the graph theory and algebraic

theory [23], which will be used throughout this chapter.

Different from the work using directed graphs in Chapter 3, an undirected graph

G = (V , E , A) is employed to describe interactions among the MAS over the network in

this chapter. V = {v1, v2, . . . , vN} represents the vertex set with N nodes. E ⊆ V ×V
is the edge set. eij = (vj, vi) ∈ E indicates that vertex i can receive information

from vertex j. For an undirected graph, the communication between two vertices

are bidirectional, and thus eij and eij indicate the same edge. The set of neighbors

of vertex i is defined by Ni = {j|eij ∈ E}, for j = 1, 2, . . . , N, j ̸= i. For any two

vertices i and j, if there exists a sequence of vertices l1, l2, . . . , lr, l1 = i, lr = j,

such that el1l2 , el2l3 , . . . , elr−1lr ∈ E , we say that the undirected graph is connected.

The nonnegative matrix A = [aij] ∈ RN×N is the adjacency matrix. aii = 0 and

aij = aji > 0 if eij ∈ E ; otherwise aij = aji = 0. The graph Laplacian L = [lij] ∈ RN×N

is defined by lij = −aij, ∀i ̸= j; lii =
∑N

j=1,j ̸=i aij. It is shown that L is a symmetric

and positive semi-definite matrix for any undirected graph. L has N real eigenvalues,
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and λ1 ≤ λ2 ≤, . . . ,≤ λN with λ1 = 0. For an undirected connected graph, λ1 of

Laplacian matrix L is of algebraic multiplicity 1, and 1N is an associated eigenvector of

λ1. Regarding the second largest eigenvalue λ2 of L, we have the following important

lemma to be used later.

Lemma 4.1. [23] The graph Laplacian L ∈ RN×N of an undirected and connected

graph G satisfies the property:

xTLx

∥x∥22
≥ λ2, for any x ̸= 0 and 1T

Nx = 0.

4.3 Problem Formulation and Controller Design

4.3.1 Problem Formulation

The coordinate system of the 2WMR [2] in the earth-fixed frame is shown in Section

3.3.1. This frame vE = {x, y} is used in both controller design and real-time appli-

cation. Two wheels of the 2WMR are mounted parallel on a common axis through

the geometry center of the robot. Each wheel is controlled independently to move

forward or backward such that the robot motion can be changed. Suppose we have N

2WMRs in the MAS, and xi(t) and yi(t) denote x and y positions of agent i, respec-

tively, in the earth-fixed coordinate vE. In this work, we will design the control inputs

for both wheels of each 2WMR using the asynchronous and periodic event-checking

approach to solve the rendezvous problem. We say that the rendezvous control for

a group of 2WMRs is achieved asymptotically if limt→∞ ∥xi(t) − xj(t)∥ = 0 and

limt→∞ ∥yi(t)− yj(t)∥ = 0, ∀i, j = 1, 2, . . . , N, i ̸= j.

4.3.2 Rendezvous Control Method Design

To study the rendezvous problem, we first assume that the dynamics of the agent

only has one degree of freedom, and then investigate the consensus control for the

following MAS consisting of N first-order dynamics:

ẋi(t) = uxi(t), i = 1, 2, . . . , N. (4.1)

The rendezvous control method for 2WMRs will be discussed later based on the

above dynamics. Here we set the event-checking periods equivalently as h for all

agents in (4.1). Agent i starts at ti0 ∈ [0, h), for i = 1, 2, . . . , N . The event-checking
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instants for agent i will be ti1, t
i
2, . . . , t

i
k, . . . , in which tik+1 = tik+h, k = 0, 1, 2, . . . . ti0

is defined as the first event instant. Besides, if the triggering condition is satisfied at

one event-checking instant, we also call this instant as the event instant. The event

instants of agent i can be written as an increasing sequence ti(0), t
i
(1), t

i
(2), · · · , where

ti(0) = ti0. Agent i samples its state xi(t
i
(k)) and broadcasts it to the neighbors with a

time delay τ i(k). Let τ
i
k be the communication time delay if agent i samples the state

at tik, for k = 0, 1, 2, . . . . An illustration of the event-checking scheme is shown in

Figure 4.1. Accordingly, the latest broadcast state of agent i is given as:

x̂i(t) = xi(t
i
(k)), ti(k) + τ i(k) ≤ t < ti(k+1) + τ i(k+1), k = 0, 1, 2, . . . .

The control input of agent i is

uxi(t) = −
∑
j∈Ni

ãij(t)
(
x̂i(t)− x̂j(t)

)
, t ∈ [0,+∞), (4.2)

where ãij(t) = 0 for t < max{ti0+τ i0, t
j
0+τ

j
0}, ãij(t) = aij for t ≥ max{ti0+τ i0, t

j
0+τ

j
0},

and x̂i(t) = 0 for t ∈ [0, ti0+τ
i
0). The setup of ãij(t) indicates that the communication

link between agents i and j is not established until both of them receive each other’s

information.

agent 1

agent 2

agent n time

possible time delay

Figure 4.1: Event-checking time instants of the multi-agent system.

Remark 4.1. Following a similar line as discussed in the previous work [100], we

consider a practical application scenario that the agent starts asynchronously and

checks the event-triggering conditions periodically by its own clock. On the other

hand, if the inevitable communication delays are not incorporated within the controller

design, as shown in [100], it can sometimes bring difficulties when we implement the
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control method on real-time systems; especially when the distributed MAS works in an

environment with the limited communication bandwidth. If the time delays are small

enough and neglectable, the work [100] can be considered as a special case under our

proposed framework here. Moreover, τ ik = 0 in the situation that the event-triggering

condition is not satisfied at tik, agent i does not sample the state, and the latest

broadcast data of agent i is not changed.

Assume that tik+ τ ik < (k+1)h, which implies that time delays are bounded. The

system dynamics of agent i is then written as

ẋi(t) = −
∑
j∈Ni

aij
(
x̂i(t)− x̂j(t)

)
, t ∈ [h,+∞). (4.3)

Define x(t) = [x1(t), x2(t), . . . , xN(t)]
T and x̂(t) = [x̂1(t), x̂2(t), . . . , x̂N(t)]

T. The MAS

dynamics in (4.1) is then represented by

ẋ(t) = −Lx̂(t), t ∈ [h,+∞), (4.4)

where L is the graph Laplacian.

If the graph is undirected and aij = aji, it is readily shown that the average value

of all agents’ states is time-invariant. Let x̄(t) = 1
N

∑N
i=1 xi(t), t ∈ [0,+∞).We have

that ˙̄x(t) = 1
N

∑N
i=1 ẋi(t) = − 1

N

∑N
i=1

∑
j∈Ni

ãij
(
x̂i(t) − x̂j(t)

)
= 0. Next we design

the event-triggering condition for agent i to check at ti(k) + qh:

∣∣∣xi(ti(k) + qh)− xi(t
i
(k) + τ i(k))

∣∣∣ > σ

√√√√∫ ti(k)+qhti
(k)

+(q−1)h+τ il
(Lix̂(w))2dw

h
, (4.5)

where σ is a positive scalar, Li is the i-th row of the graph Laplacian associated

with [ãij(t)], and l = k̄ + q − 1, ti(k) = ti0 + k̄h, indicating that ti(k) is the k̄th event-

checking instant in agent i’s event-checking sequence. In our triggering-checking

process, q takes successively the integer values 1, 2, 3, . . . , until inequality (4.5) holds

for the first q. We set ti(k+1) = ti(k) + qh.

If the dynamics of the 2WMR along x-axis and y-axis are independent, the con-

troller of y state can be presented in the similar argument:

ẏi(t) = uyi(t), i = 1, 2, . . . , N. (4.6)
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Let ŷi(t) be the latest broadcast data of y position of agent i, we have

ŷi(t) = yi(t
i
(k)), ti(k) + τ i(k) ≤ t < ti(k+1) + τ i(k+1), k = 0, 1, 2, . . . .

The control input along y-axis is

uyi(t) = −
∑
j∈Ni

ãij(t)
(
ŷi(t)− ŷj(t)

)
, t ∈ [0,+∞), (4.7)

and the dynamics of agent i along y-axis is

ẏi(t) = −
∑
j∈Ni

aij
(
ŷi(t)− ŷj(t)

)
, t ∈ [h,+∞). (4.8)

Define y(t) = [y1(t), y2(t), . . . , yN(t)]
T and ŷ(t) = [ŷ1(t), ŷ2(t), . . . , ŷN(t)]

T. We have

ẏ(t) = −Lŷ(t), t ∈ [h,+∞). (4.9)

The triggering condition for y state is given as

∣∣∣yi(ti(k) + qh)− yi(t
i
(k) + τ i(k))

∣∣∣ > σ

√√√√∫ ti(k)+qhti
(k)

+(q−1)h+τ il
(Liŷ(w))2dw

h
. (4.10)

Remark 4.2. Note that 2WMRs are operated in the two-dimensional plane, and

two wheels are mounted on a common axis through the robot geometry center. The

mechanical structure of the 2WMR determines that two wheels can only be controlled

to move forward or backward with the perpendicular velocity to the wheels connecting

axis. Thus the proposed consensus controller in this section is not appropriate to

be applied to the 2WMR dynamics. Therefore, to solve the rendezvous problem of

2WMRs, we propose a Rotate&Compensate&Run Rendezvous Scheme based on the

consensus controllers in (4.2) and (4.7).

As shown in Figure 4.2, the body-fixed axes x′ (pointing from the 2WMR center

to the nose) and y′ (pointing from the 2WMR center to the left) divide the plane

into four regions according to the sign of the coordinates (x′, y′); i.e., Quadrant I (+,

−); Quadrant II (+, +); Quadrant III (−, +) and Quadrant IV (−, −). Suppose

at the time instant ta, agent i’s broadcast data is received by the other agent, or

agent i receives the updated information. The agent then needs to calculate the
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Algorithm 4.1 Asynchronous Rotate&Compensate&Run Rendezvous Scheme for
2WMR i

Input: x̂i(t), ŷi(t), x̂j(t), ŷj(t), θi(t),∀j ∈ Ni, t.
Output: Left wheel and right wheel velocities vl(t) and vr(t).
1: when t < ti0, x̂i(t) = 0, ŷi(t) = 0, and vl(t) = 0, vr(t) = 0. At t = ti0, agent i

samples the current states xi(t
i
0), yi(t

i
0), and broadcasts them to the neighbors;

at tik = ti0 + kh, k = 1, 2, 3, . . . , agent i checks its triggering condition in (4.5)
and (4.10). If the condition in (4.5) or (4.10) is satisfied, the agent samples the
current xi(t

i
k) or yi(t

i
k) , and broadcasts the data to the network.

2: Suppose 2WMR m is the first agent who establishes the undirected communica-
tion link with agent i, at t = max{ti0 + τ i0, t

m
0 + τm0 }, goto Step 3;

3: Agent i calculates the following values: Its x and y controllers uxi(t) and uyi(t)
using (4.2) and (4.7); the desired orientation θ̄i = atan2(uyi(t), uxi(t)), and the
desired velocity vi =

√
(uxi(t))

2 + (uyi(t))
2.

4: Agent i rotates in place until its tail or the nose aiming at θi, and the length of
rotating time is recorded as ∆Ti.

5: Agent i moves forward/backward if its nose/tail aims at θi, at the velocity vi+
vi
α

for the time period α∆Ti.
6: Agent i keeps moving forward/backward at vi until it receives the updated data,

or until its new broadcast data is received by the other agent. Goto Step 3.

θi(t) is heading of agent i. α is a positive scalar.

I

II

III

IV

Nose of the 2WMR Geometry center Tail of the 2WMR

Before rotating After rotating

Figure 4.2: Rotating illustration of the 2WMR.

desired orientation θ̄i. If θ̄i is Quadrant I/III, the 2WMR rotates in place clockwise,

and moves forward/backward after rotating; otherwise if θ̄i is Quadrant II/IV, the

2WMR rotates in place anticlockwise, and moves forward/backward after rotating.

By using the proposed rotating scheme, we minimize the angle that the 2WMR needs
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to rotate such that either its nose or tail aims at the desired orientation.

In Step 4 of Algorithm 4.1, ∆Ti is the rotating time for the 2WMR to tune its

heading, during which, x and y velocities of the 2WMR are both 0. Then in Step 5, the

velocity of the 2WMR is set as vi+
vi
α
in the following time period α∆Ti. We assume

that the rotating time ∆T and the state compensating time α∆T are both small such

that agent i’s next controller updating instant is after the state compensating time

period α∆Ti. The distance evolution of the 2WMR in ∆Ti + α∆Ti can be readily

calculated as ∆Ti× 0+α∆Ti× (vi+
vi
α
) = vi× (∆Ti+α∆Ti). Note that by using the

controller in (4.2) to the one DOF MAS, after a controller updating instant, x state

evolution in the time period ∆Ti + α∆Ti is uxi(t)(∆Ti + α∆Ti), which is equivalent

to x state evolution of the 2WMR using our proposed Rotate&Compensate&Run

Rendezvous Scheme. Therefore, the part vi
α

in Step 5 during α∆Ti is designed for

compensating x and y state evolution losses during the rotating time ∆T . It is also

shown that in the end of the state compensation time periods max{∆Ti+α∆Ti,∆Tj+
α∆Tj} of both 2WMRs, the average x and y state values of 2WMRs do not change.

In the next section, we present a sufficient condition for 2WMRs to reach ren-

dezvous. The terminal rendezvous x (y) state of 2WMRs is the average value of the

initial x (y) states of the MAS.

4.4 Main Result

In this section, we present the main result on the rendezvous conditions. Except in

the rotating time ∆T and in the state compensating time α∆T , the 2WMR x state

evolution is equivalent to the state evolution of the agent in (4.1) if we apply the

consensus controller in (4.2) and the triggering condition in (4.5) to (4.1). Thus the

convergence analysis of 2WMRs rendezvous control can be conducted by analyzing

the consensus performance of the control protocol in (4.2).

Theorem 4.1. A group of distributed MAS in (4.4) is driven by the control input

in (4.2) with the triggering condition in (4.5), and the communication topology is

undirected and connected. Assume that the time delay is bounded, i.e., tik + τ ik <

(k + 1)h, for any i = 1, 2, . . . , N and k = 0, 1, . . . . If the event-checking period h,

positive scalar σ in (4.5) and the largest eigenvalue λN of L satisfy the following

condition:

2h+
3

2
σ <

1

λN
, (4.11)
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then states of the MAS asymptotically converge to the average value of the initial

states x̄(0).

Proof. Let ξ(t) = [ξ1(t) ξ2(t) · · · ξn(t)]T = x(t) − x̄(0)1N . Consider the following

Lyapunov function candidate:

V (t) =
1

2
ξ(t)Tξ(t), t ∈ [t0,+∞).

Taking the derivative of V (t) with respect to time t, we have

V̇ (t) = ξ(t)Tξ̇(t) = −(x(t)− x̄(0)1N)
TLx̂ = −x(t)TLx̂(t).

The controller update instants of the agents are in the set {tik+τ ik}, for i = 1, 2, . . . , N

and k = 0, 1, . . . . Let t0 = min{t11+ τ 11 , t
2
1+ τ 21 , . . . , t

N
1 + τN1 }. Putting all the instants

in {tik + τ ik} after t0 in the ascending order, we get an increasing sequence of time

instants, i.e., t0, t1, t2, . . . , tk, . . . . Then we have

V (tk+1) =V (t0) +

∫ tk+1

t0

V̇ (w)dw

=V (t0)−
∫ tk+1

t0

x(w)TLx̂(w)dw

=V (t0)−
N∑
i=1

∫ tk+1

t0

xi(w)Lix̂(w)dw. (4.12)

For any k and each i ∈ {1, 2, . . . , N}, we can find qi such that tiqi+1 + τ iqi+1 < tk+1 ≤
tiqi+1 + h+ τ iqi+2. It follows that

−
∫ tk+1

t0

xi(w)Lix̂(w)dw

= −
(∫ ti1+τ

i
1

t0

+

∫ ti2+τ
i
2

ti1+τ
i
1

+ · · ·+
∫ tip+1+τ

i
p+1

tip+τ
i
p

+ · · ·+
∫ tiqi+1+τ

i
qi+1

tiqi+τ
i
qi

+

∫ tk+1

tiqi+1+τ
i
qi+1

)
xi(w)Lix̂(w)dw. (4.13)

Given any p, if tr = tip + τ ip, tr+k′ ≤ tip+1 + τ ip+1, using (4.4), we have

−
∫ tr+k′

tip+τ
i
p

xi(w)Lix̂(w)dw
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= −
∫ tr+k′

tip+τ
i
p

(
xi(t

i
p + τ ip)−

∫ w

tip+τ
i
p

Lix̂(t)dt
)
Lix̂(w)dw

= −
∫ tr+k′

tip+τ
i
p

(
xi(t

i
p)−

∫ tip+τ
i
p

tip

Lix̂(t)dt
)
Lix̂(w)dw +

∫ tr+k′

tip+τ
i
p

(∫ w

tip+τ
i
p

Lix̂(t)dt
)
Lix̂(w)dw

= −
∫ tr+k′

tip+τ
i
p

xi(t
i
p)Lix̂(w)dw +

∫ tr+k′

tip+τ
i
p

∫ tip+τ
i
p

tip

Lix̂(t)dtLix̂(w)dw

+

∫ tr+k′

tip+τ
i
p

(∫ w

tip+τ
i
p

Lix̂(t)dt
)
Lix̂(w)dw. (4.14)

We calculate the three terms in (4.14).

Ξ1 =

∫ tr+k′

tip+τ
i
p

(∫ w

tip+τ
i
p

Lix̂(t)dt
)
Lix̂(w)dw

=
1

2

( ∫ tr+k′

tip+τ
i
p

Lix̂(t)dt
)2

=
1

2

(∫ tr+1

tr

Lix̂(t)dt+ · · ·+
∫ tr+k′

tr+k′−1

Lix̂(t)dt
)2

=
1

2

(
(tr+1 − tr)Lix̂(tr) + (tr+2 − tr+1)Lix̂(tr+1) + · · ·

+ (tr+k′ − tr+k′−1)Lix̂(tr+k′−1)
)2

=2h2
(tr+1 − tr

2h
Lix̂(tr) +

tr+2 − tr+1

2h
Lix̂(tr+1) + · · ·

+
tr+k′ − tr+k′−1

2h
Lix̂(tr+k′−1)

)2
≤2h2

(tr+1 − tr
2h

(Lix̂(tr))
2 +

tr+2 − tr+1

2h
(Lix̂(tr+1))

2

+ · · ·+ tr+k′ − tr+k′−1

2h
(Lix̂(tr+k′−1))

2
)

=h
r+k′−1∑
q=r

(tq+1 − tq)x̂(tq)
TLT

i Lix̂(tq), (4.15)

and let tip = tm, we have

Ξ2 =

∫ tr+k′

tip+τ
i
p

∫ tip+τ
i
p

tip

Lix̂(t)dtLix̂(w)dw
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≤1

2

( ∫ tip+τ
i
p

tip

Lix̂(t)dt
)2

+
1

2

( ∫ tr+k′

tip+τ
i
p

Lix̂(w)dw
)2

=
1

2

( ∫ tr

tm

Lix̂(t)dt
)2

+ Ξ1

=
1

2

(∫ tm+1

tm

Lix̂(t)dt+ · · ·+
∫ tr

tr−1

Lix̂(t)dt
)2

+ Ξ1

=
h2

2

(tm+1 − tm
h

Lix̂(tm) + · · ·+ tr − tr−1

h
Lix̂(tr−1)

)2
+ Ξ1

≤h
2

2

(tm+1 − tm
h

(Lix̂(tm))
2 + · · ·+ tr − tr−1

h
(Lix̂(tr−1))

2
)
+ Ξ1

=
h

2

r−1∑
q=m

(tq+1 − tq)x̂(tq)
TLT

i Lix̂(tq) + Ξ1. (4.16)

Let ∆i(t
i
p) = xi(t

i
p)− x̂i(t

i
p + τ ip). It follows that if the triggering condition in (4.5) is

satisfied at tip, agent i samples the state xi(t
i
p); the controller updates at the instant

tip + τ ip, and then ∆i(t
i
p) = 0. Otherwise the triggering condition in (4.5) is not

satisfied, x̂i(t
i
p + τ ip) = x̂i(t

i
p−1 + τ ip−1). We have

|∆i(t
i
p)| =

∣∣∣xi(tip)− x̂i(t
i
p−1 + τ ip−1)

∣∣∣ ≤ σ

√√√√∫ tiptip−1+τ
i
p−1

(Lix̂(w))2dw

h
. (4.17)

It follows that

Ξ3 =−
∫ tr+k′

tip+τ
i
p

xi(t
i
p)Lix̂(w)dw

=−
∫ tr+k′

tip+τ
i
p

(
x̂i(t

i
p + τ ip) + ∆i(t

i
p)
)
Lix̂(w)dw

=−
∫ tr+k′

tip+τ
i
p

∆i(t
i
p)Lix̂(w)dw −

∫ tr+k′

tip+τ
i
p

x̂i(t
i
p + τ ip)Lix̂(w)dw

≤1

2

∫ tr+k′

tip+τ
i
p

[
1

σ
∆i(t

i
p)

2 + σ(Lix̂(w))
2]dw −

∫ tr+k′

tip+τ
i
p

x̂i(t
i
p + τ ip)Lix̂(w)dw

≤ 1

2σ
(tr+k′ − tip − τ ip)

σ2

h

∫ tip

tip−1+τ
i
p−1

(Lix̂(w))
2dw

+
σ

2

∫ tr+k′

tip+τ
i
p

x̂(w)TLT
i Lix̂(w)dw −

∫ tr+k′

tip+τ
i
p

x̂i(t
i
p + τ ip)Lix̂(w)dw
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≤σ
∫ tip

tip−1+τ
i
p−1

x̂(w)TLT
i Lix̂(w)dw

+
σ

2

∫ tr+k′

tip+τ
i
p

x̂(w)TLT
i Lix̂(w)dw −

∫ tr+k′

tip+τ
i
p

x̂i(t
i
p + τ ip)Lix̂(w)dw. (4.18)

By using (4.17), we get

−
∫ tk+1

ti1+τ
i
1

∆i(t
i
p)Lix̂(w)dw

=−
(∫ ti2+τ

i
2

ti1+τ
i
1

+

∫ ti3+τ
i
3

ti2+τ
i
2

+ · · ·+
∫ tk+1

tiqi+1+τ
i
qi+1

∆i(t
i
p)Lix̂(w)dw

)
≤σ
∫ ti1

ti0+τ
i
0

x̂(w)TLT
i Lix̂(w)dw +

3σ

2

∫ tk+1

ti1+τ
i
1

x̂(w)TLT
i Lix̂(w)dw. (4.19)

Set tk0 = max1≤i≤N{ti1 + τ i1} and tki0 = ti1 + τ i1. Define

V0 = V (t0)−
N∑
i=1

∫ ti1+τ
i
1

t0

xi(w)Lix̂(w)dw −
N∑
i=1

k0−1∑
q=ki0

x̂i(w)Lix̂(w)dw

+ σ
N∑
i=1

∫ ti1

ti0+τ
i
0

x̂T(w)LT
i Lix̂(w)dw

+ (
3σ

2
+ 2h)

N∑
i=1

k0−1∑
q=ki0

(tq+1 − tq)x̂(tq)
TLT

i Lix̂(tq). (4.20)

Substitute (4.15)-(4.17) to (4.14), and it follows from (4.12) that

V (tk+1) =V (t0)−
N∑
i=1

∫ tk+1

t0

xi(w)Lix̂(w)dw

=V (t0)−
N∑
i=1

∫ ti1+τ
i
1

t0

xi(w)Lix̂(w)dw −
N∑
i=1

k∑
q=ki0

∫ tq+1

tq

xi(w)Lix̂(w)dw

≤V (t0)−
N∑
i=1

∫ ti1+τ
i
1

t0

xi(w)Lix̂(w)dw −
N∑
i=1

k∑
q=ki0

∫ tq+1

tq

x̂i(w)Lix̂(w)dw

+ σ

N∑
i=1

∫ ti1

ti0+τ
i
0

x̂(w)TLT
i Lix̂(w)dw +

3σ

2

N∑
i=1

∫ tk+1

ti1+τ
i
1

x̂(w)TLT
i Lix̂(w)dw
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+ 2h
N∑
i=1

k∑
q=ki0

(tq+1 − tq)x̂(tq)
TLT

i Lix̂(tq)

=V (t0) + V0 −
N∑
i=1

k∑
q=k0

∫ tq+1

tq

x̂i(w)Lix̂(w)dw

+ (
3σ

2
+ 2h)

k∑
q=k0

(tq+1 − tq)x̂(tq)
TLTLx̂(tq)

=V (t0) + V0 − (1− λN(2h+
3σ

2
))

k∑
q=k0

(tq+1 − tq)x̂(tq)
TLx̂(tq). (4.21)

The condition in (4.11) and the fact that V (t) ≥ 0 gives

lim
k→∞

(tk+1 − tk)x̂(tk)
TLx̂(tk) = 0.

Note that tk and tk+1 are consecutive elements in the set {tik + τ ik} for i = 1, 2, . . . , N

and k = 0, 1, . . . . Hence tk+1 − tk is bounded. We have

lim
k→∞

x̂(tk)
TLx̂(tk) = 0.

Moreover, we obtain that 0 ≤ x̂(tk)
TL2x̂(tk) ≤ λN x̂(tk)

TLx̂(tk) because L is a positive

semi-definite matrix. Therefore, limk→∞ x̂(tk)
TL2x̂(tk) = 0, and limk→∞ Lx̂(tk) = 0.

From (4.4), it implies that limt→∞ ẋ(t) = 0. Combining (4.17), we have

lim
k→∞

∣∣∣xi(tik)− x̂i(t
i
k−1 + τ ik−1)

∣∣∣ ≤ σ

√√√√∫ tiktik−1+τ
i
k−1

(Lix̂(w))2dw

h
= 0. (4.22)

For any t, one can find an instant tikt such that t ∈ [tikt , t
i
kt+1], and

lim
t→∞

(xi(t
i
kt)− x̂i(t

i
kt + τ ikt)) = lim

t→∞
(xi(t

i
kt)− xi(t

i
kt)) = 0,

if the triggering condition in (4.5) is satisfied; otherwise

lim
t→∞

(xi(t
i
kt)− x̂i(t

i
kt + τ ikt)) = lim

t→∞
(xi(t

i
kt)− x̂i(t

i
kt−1 + τ ikt−1)) = 0.
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It follows that

lim
t→∞

(
xi(t)− x̂i(t)

)
= lim

t→∞

(
xi(t)− xi(t

i
kt) + xi(t

i
kt)− x̂i(t)

)
= lim

t→∞

( ∫ t

tikt

ẋi(w)dw + xi(t
i
kt)− x̂i(t

i
kt + τ ikt)

)
= 0.

Then, limt→∞(x(t)− x̂(t)) = 0, and limt→∞(Lx(t)−Lx̂(t)) = 0. Due to the fact that

limk→∞ Lx̂(tk) = 0, we have

lim
t→∞

Lx(t) = 0.

Therefore limt→∞ Lξ(t) = limt→∞ L
(
x(t) − x(0)1N

)
= 0. By Lemma 4.1, one ob-

tains ξT(t)ξ(t) ≤ 1
λ2
ξT(t)Lξ(t) and limt→∞ ξ(t) = 0, which implies that limt→∞ x(t) =

limt→∞(ξ(t)+ x̄(0)1N) = x̄(0)1N . Thus, the average consensus of the agents is asymp-

totically reached.

Remark 4.3. As discussed in Section 4.3, by the proposed Rotate&Compensate&Run

Rendezvous Scheme, x state evolution of a 2WMR is the same as the state evolution

of the agent in the MAS (4.4) except for the rotating and state compensating time in-

tervals. Accordingly, the above analysis can also be applied to the convergence analysis

of rendezvous control method for 2WMRs. Besides, the proposed 2WMRs rendezvous

control method has the following merits: 1. Using the integral-type triggering con-

dition, the average performance of the agent is comprehensively considered from the

most recent controller update instant to the event-checking instant, and the redun-

dant information transmissions can be reduced; 2. A practical application scenario

is studied with the time-varying delays in the controller design; 3. The proposed Ro-

tate&Compensate&Run Rendezvous Scheme is simple yet very effective in practice,

as verified by experiments in the next section.

4.5 Experiment

In this section, we experimentally verify the effectiveness of the proposed rendezvous

control methods on a group of 2WMRs. Figure 4.3 demonstrates the experimental

setup. A cluster of reflective markers are mounted on each 2WMR. The unique config-

uration of the markers on the robot can be recognized and tracked as a rigid body by

the OptiTrackTM cameras around the wall. The designed Rotate&Compensate&Run
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Rendezvous Scheme is compiled on the Host PC and downloaded to each 2WMR mi-

croprocessor through wireless network. The information transmission among 2WMRs

is conducted via WiFi.

Figure 4.3: Experimental setup of 2WMRs.

We place four 2WMRs with random initial positions and headings in the two-

dimensional workspace. The interaction graph is shown in Figure 4.4. The control

gain ãij(t) in (4.2) is set as 0 for t < max{ti0 + τ i0, t
j
0 + τ j0}, and ãij(t) = aij for

t ≥ max{ti0 + τ i0, t
j
0 + τ j0}. We can tune the values of the event-checking period

h, the triggering condition parameter σ and the adjacency matrix A such that the

condition 2h + 3
2
σ < 1

λ4
in (4.11) is satisfied. Here we choose h = 4sec, σ = 2.4 and

L =


0.05 0 −0.025−0.025

0 0.025 −0.025 0

−0.025−0.025 0.05 0

−0.025 0 0 0.025

 and the largest eigenvalue λ4 is 0.0854.

Figure 4.4: Interaction graph for 2WMRs.
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The starting instants for 2WMRs are t10 = 0sec, t20 = 1sec, t30 = 2.2sec and

t40 = 3sec. 2WMR i checks its triggering conditions in (4.5) and (4.10) at ti0 + kh

with k = 1, 2, . . . . The agent samples and broadcasts its x or y state if the triggering

condition is satisfied. The time delay for the broadcast data is supposed to be upper

bounded with 0.6sec such that tik + τ ik < (k + 1)h. 2WMRs update the states using

the proposed Rotate&Compensate&Run Rendezvous Scheme.

When the 2WMR receives the updated information or its broadcast data is re-

ceived by the other agent, it calculates the desired orientation and the controller to be

updated vi =
√
(uxi(t))

2 + (uyi(t))
2. We set vl = −vr when the robot is rotating in

place until the 2WMR aims at the desired orientation. The rotating time is recorded

as ∆T . Then set vl = vr = vi +
vi
α

during the following state compensating time

period α∆T , and vl = vr = vi before the next data update instant, as described in

Algorithm 4.1. The left and right wheel velocity evolutions of a 2WMR are shown

in Figure 4.5.
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Figure 4.5: Experimental results of Algorithm 4.1: Time response of left and right
wheel velocities of 2WMR 1.

The time response of x and y state evolutions of 2WMRs is shown in Figure 4.6,

and the trajectories are given in Figure 4.7. Note that 2WMR positions in Figure

4.6 and 4.7 are represented by the geometry centers of the robots. Collision occur

when 2WMRs are driven to reach rendezvous, and each 2WMR has the bumper to

absorb the impact of the collision. Note that the robot is with a certain diameter

such that their geometry centers can not overlap. From the experimental results, we

see that each robot’s edge touches at least one edge of the other robot with their final

positions, and the rendezvous control for a group of 2WMRs is successful.
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Figure 4.6: Experimental results of Algorithm 4.1: Time response of x and y posi-
tions of 2WMRs.
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Figure 4.7: Experimental results of Algorithm 4.1: Trajectories of 2WMRs.

The sampling instants are shown as “∗” in Figure 4.8, and with a communica-

tion time delay, the sampled data is received by the 2WMR’s neighbors. Figure 4.9

demonstrates the triggering instants of 2WMRs. We observe that the robot does not

need to sample the state at each triggering-checking instant, and the number of the

sampling is reduced compared to the periodic sampling control strategy.
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Figure 4.8: Experimental results of Algorithm 4.1: Time response of broadcasting
x states of 2WMRs.
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Figure 4.9: Experimental results of Algorithm 4.1: Event-triggering instants for x
states of 2WMRs.

4.6 Conclusion

In this chapter, we investigated the event-triggered rendezvous control for a group of

asynchronous 2WMRs with time-varying delays. 2WMRs periodically check the de-

signed integral-type triggering conditions. We also provided a Rotate&Compensate&

Run Rendezvous Scheme for the robots to update their states. The proposed control

method was effectively applied to practical distributed 2WMRs. Future work will be

focused on the rendezvous control for second-order and higher-order MASs.
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A video of the experiment is posted on the following URL:

https://youtu.be/0Ojj6FpTODI
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Chapter 5

Distributed LQR-based Consensus

Control on Heterogeneous

Multi-agent Systems

5.1 Introduction

In many studies of cooperative control of multi-agent systems, the agents are assumed

to have identical dynamics. Examples are found in consensus problems for first-order

dynamics [36], second-order dynamics [6], high-order dynamics [49], nonlinear dy-

namics [30], etc. However, in some situations, it is difficult to employ homogeneous

MASs to cooperatively conduct the task. The robots in a heterogeneous MAS may

not only have different dynamic model structures, but also have different working

environments, capabilities and functions. Cooperative control of a heterogeneous

MAS consisting of the first-order and second-order dynamics agents is considered

in [54, 134, 135]. The authors in [55, 56] design consensus protocols for linear hetero-

geneous MASs. In this chapter, we formulate and solve a rendezvous problem for

a group of vehicles consisting of two-wheeled mobile robots (2WMRs) and quadro-

tors. Some missions can be carried out with higher efficiency by employing both the

autonomous ground vehicles and unmanned aerial vehicles; e.g., search and rescue,

mine sweeping and so on.

The main contribution of this chapter is three-fold:

• The consensus control methods for a heterogeneous MAS are proposed. We con-

sider the underactuation characteristic of the 2WMR dynamics and the physical



78

constraint on the wheel velocity in designing the controller. An LQR-based Ro-

tate&Run Consensus Scheme is provided. By using the proposed method, the

motion control of the 2WMR in the two-dimensional plane is converted to con-

trolling a system with 1-DOF. We also develop an LQR-based flight controller

for the quadrotor and apply it to the consensus control of the heterogeneous

MAS consisting of a quadrotor and 2WMRs.

• The dwell time after the information exchange time instant is employed to co-

ordinate the motions of the heterogeneous MAS. Different from the continuous

data sampling and broadcasting scheme in the existing literature [29], the agent

only samples and broadcasts its state at the first instant in each dwell time.

The desired position is calculated at the data interaction instant for the agent

to approach until the next data interaction instant. Using the LQR-based con-

troller, the agent cannot precisely reach the desired position in the finite dwell

time, and thus a sufficient condition for the lower bound of the dwell time is

given to guarantee consensus.

• The designed control methods are effectively implemented on the practical het-

erogeneous MAS.

The rest of the chapter is organized as follows: Section 5.2 reviews some prelim-

inaries. Section 5.3 introduces the dynamic models of the agents, and then presents

the control methods for the 2WMR and quadrotor respectively. Section 5.4 formu-

lates the problem and describes the consensus algorithms for the heterogeneous MAS.

Section 5.5 gives the convergence analysis of consensus. In Section 5.6, simulation

examples are provided to verify the effectiveness of the proposed control methods and

experimental testing is conducted and discussed in Section 5.7. Section 5.8 concludes

the chapter.

5.2 Preliminaries

5.2.1 Infinite-time Linear Quadratic Regulator

Consider a linear time-invariant plant

Ẋ(t) = AX(t) + Bu(t), (5.1)
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where X(t) ∈ Rm and u(t) ∈ Rp are the state and input of the system respectively.

A ∈ Rm×m and B ∈ Rm×p are the constant state matrix and input matrix. The

performance index is chosen as the following quadratic form:

J =
1

2

∫ ∞

0

[
XT(t)QX(t) + uT(t)Ru(t)

]
dt, (5.2)

where Q ∈ Rm×m is a symmetric, positive semi-definite matrix and R ∈ Rp×p is

a symmetric, positive definite matrix. Here we have the assumption that the pair

(A,B) in (5.1) is stabilizable. To minimize the cost function in (5.2), we first solve

the matrix Riccati equation:

PA+ ATP +Q− PBR−1BTP = 0. (5.3)

Then the optimal control input is given as [136]

u(t) = −R−1BTPX(t) = −KX(t). (5.4)

It is shown that the optimal trajectory is obtained by solving

Ẋ(t) = (A−BK)X(t), (5.5)

and the system in (5.1) is asymptotically stable.

5.3 Dynamic Model and Control Strategies

In this section, we first introduce the system dynamics of the 2WMR and quadrotor,

and then propose the LQR-based control methods for the agents to conduct the

waypoint tracking task.

5.3.1 Dynamic Model of the 2WMR

The coordinate system of the 2WMR is presented in Section 3.3.1.

Suppose we have N1 2WMRs in the MAS, and if the motions of the 2WMR along
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x-axis and y-axis are independent, the decoupled dynamics of 2WMR i is written as{
Ẋ1i(t) = A1X1i(t) + B1u1xi(t),

Ẏ1i(t) = A1Y1i(t) +B1u1yi(t),
(5.6)

whereX1i(t) = [x1i(t), v1xi(t)]
T, Y1i(t) = [y1i(t), v1yi(t)]

T, x1i(t), y1i(t), v1xi(t), v1yi(t),

u1xi(t), u1yi(t) ∈ R, (i = 1, 2, . . . , N1) are the positions, velocities and control inputs

of 2WMR i along x and y-axes respectively. A1 =

[
0 1

0 0

]
, and B1 =

[
0

1

]
. Now

we discuss the LQR-based control method for the 2WMR. Let Q1 =diag{1, 0, 0, 0}
and R1 = 1. By solving the following matrix Riccati equation as shown in (5.3):

P1A1 + AT
1 P1 +Q1 − P1B1R

−1
1 BT

1 P1 = 0,

we get P1. The optimal control inputs for the decoupled dynamics in (5.6) are then

given by 
u1xi(t) = −R−1

1 BT
1 P1

(
X1i(t)−

[
x̄1i(t)

0

])
,

u1yi(t) = −R−1
1 BT

1 P1

(
Y1i(t)−

[
ȳ1i(t)

0

])
, t 6 t < t,

(5.7)

where x̄1i(t) and ȳ1i(t) are the desired x and y positions for 2WMR i during the time

interval [t, t). Substituting the control inputs in (5.7) into (5.6), we get the states of

the system:

Ẋ1i(t) = (A1 −B1R
−1
1 BT

1 P1)X1i(t) + B1R
−1
1 BT

1 P1

[
x̄1i(t)

0

]
,

Ẏ1i(t) = (A1 −B1R
−1
1 BT

1 P1)Y1i(t) +B1R
−1
1 BT

1 P1

[
ȳ1i(t)

0

]
,

t 6 t < t.

(5.8)

However, it is noticed that two wheels of the 2WMR are mounted on a common

axis, and the wheels cannot have an acceleration along the connecting axis. The

2WMR is the so-called underactuated system which has a less number of the actuators

than its DOF. The control protocols in (5.7) need to be modified. Figure 3.2 shows

the body fixed frame (B-frame) of the 2WMR. x′-axis points to the forward and y′-



81

axis points to the left along the wheels’ connecting axis. The plane is divided into

four infinite regions by the body frame axes. We use the signs of the two coordinates

(x′, y′) to describe the regions: Quadrant I (+, −); II (+, +); III (−, +) and IV

(−, −), and the shaded region denotes Quadrant I in Figure 3.2. vl and vr denote

the left and right wheel velocities. The 2WMR motions on x and y-axes in Figure

3.1 are determined by changing the velocities of each wheel of the 2WMR.

Based on the designed control inputs in (5.7), now we are ready to propose a

Rotate&Run Control Scheme for the 2WMR to conduct the waypoint tracking task.

The steps are as follows: At time instant t, we update the desired position x̄1i(t) and

ȳ1i(t) of 2WMR i for t ∈ [t, t), and then solve the differential equations in (5.8) to

obtain the states (x1i(t), y1i(t)) and (v1xi(t), v1yi(t)), t 6 t < t. Then we calculate the

rotation direction for agent i’s nose or tail to aim at (x1i(t), y1i(t)). After rotating

in place to reach the goal heading, agent i moves in a straight line to (x1i(t), y1i(t))

with the velocity v(t) =
√
v21xi(t) + v21yi(t) if v(t) < vmax, otherwise v(t) = vmax. Note

that by using the proposed control scheme, the time interval [t, t) is divided into

[t, t+∆T ) for the 2WMR to rotate in place and the time interval [t+∆T, t) for the

2WMR to update the states. By considering the rotating time ∆T and the physical

constraints of the wheel velocity ∥vl∥ 6 vmax and ∥vr∥ 6 vmax, the actual position of

agent i at time instant t may not be at (x1i(t), y1i(t)), but it will apparently on the

line segment from (x1i(t), y1i(t)) to (x1i(t), y1i(t)). The motion control of the 2WMR

in the two-dimensional plane can be converted to controlling a system with 1-DOF.

5.3.2 LQR-based Flight Controller design for a Quadrotor

Dynamic Model of the Quadrotor

The quadrotor is a multirotor helicopter, and the frame structure is shown in Figure

5.1. Four propellers are mounted on the crossbeam with equal distances from the

center of mass of the quadrotor. Propeller rotation axes are fixed and parallel. In

order to generate upward lifts, four propellers have fixed-pitch blades with air flows

pointing downward. The front and rear propellers are labeled as 1 and 3, which rotate

clockwise, while the left and right propellers are labeled as 2 and 4, and rotate counter-

clockwise. If four propellers spin at the same angular velocity, the net aerodynamics

torque is balanced so that the yaw angular velocity is 0. The forces generated by four

propellers are labeled as fi in Figure 5.1.

In this work, the quadrotor is regarded as a rigid body and the states including
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Figure 5.1: Coordinate systems of the quadrotor.

the positions and orientation evolve in a three dimensional space. The coordinate

system of the quadrotor in the earth fixed frame (E-frame) is defined as

ΓE = [x, y, z]T , ΘE = [ϕ, θ, ψ]T , ξ =
[
ΓT
E,Θ

T
E

]T
,

where x, y and z are positions of the center of mass of the quadrotor; ϕ, θ and ψ

are roll, pitch and yaw angles which denote the rotation around x, y and z-axes

respectively.

We assume that the origin of the body fixed frame (B-frame) is the center of

mass of the quadrotor. The positive direction of xB and yB are along the crossbeam

pointing to the front and left directions of the quadrotor respectively. zB-axis is

vertical to the crossbeam plane and points to the top of the quadrotor. The velocities

and angular velocities of the quadrotor in B-frame are as follows:

vB = [vBx, vBy, vBz]
T , ωB = [p, q, r]T , ηB =

[
vTB, ω

T
B

]T
.

By using the Newton-Euler approach to describe the dynamics, we have [137,138]

ξ̇ = JΘηB, (5.9)

where JΘ =

[
RBE 03×3

03×3 TBE

]
, RBE is the rotation matrix from B-frame to E-frame.
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RBE =

 cθcψ cψsθsϕ − cϕsψ sϕsψ + cϕcψsθ

cθsψ cϕcψ + sθsϕsψ cϕsθsψ − cψsϕ

−sθ cθsϕ cθcϕ

. Since RBE is orthogonal, the rota-

tion matrix from E-frame to B-frame is R−1
BE = RT

BE. TBE =

 1 sϕtθ cϕtθ

0 cϕ −sϕ
0

sϕ
cθ

cϕ
cθ

, in
which sa =sin(a), ca =cos(a), ta =tan(a).

The dynamics of the quadrotor can be written as[
mI3 03×3

03×3 I

][
v̇B

ω̇B

]
+

[
ωB × (mvB)

ωB × (IωB)

]

=

[
FB +RT

BEG

τB

]
, (5.10)

where m is the total mass of the quadrotor. FB = [0, 0, F ]T, F = f1 + f2 + f3 + f4

is the total thrust generated by four propellers. G = [0, 0,−mg]T, g is acceleration

due to gravity. τB = [τϕ, τθ, τψ]
T is the torques vector. I =

 IXX IXY IXZ

IY X IY Y IY Z

IZX IZY IZZ


is the inertia matrix with IXX as the moment of inertia around xB-axes when the

quadrotor rotates around xB-axes; IXY is the moment of inertia around yB-axis when

the quadrotor rotates around xB-axis, and so on. In this work, the axes of B-frame and

E-frame are assumed to coincide, which implies that I is diagonal. It is also assumed

that the orientation angles are small so that the centrifugal force ωB× (mvB) and the

centripetal force ωB × (IωB) are considered small and thus they are omitted.

From (5.9) and (5.10), the linearized dynamics of the quadrotor can be written as
ẍ = gθ, ÿ = −gϕ, z̈ = F

m
− g,

ϕ̈ =
τϕ
IXX

, θ̈ =
τθ
IY Y

, ψ̈ =
τψ
IZZ

.
(5.11)

Actuator Modeling

We use the following first-order dynamics to model the thrust fi, i = 1, 2, 3, 4 gener-

ated by each propeller

fi = Kmv = Km
ω

s+ ω
ui, (5.12)
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where ui is the pulse width modulation (PWM) input to the actuator, ω represents

the actuator bandwidth and Km denotes a positive gain. These parameters are de-

termined, and verified by experimental studies [1]. Force changes in the motor pair

(1, 3)/(2, 4) is to generate pitch/roll torque. Suppose u = ũ is the control input for

one propeller to increase/decrease the force, and the other paired motor generates an

equal and opposite force. The net result will be a torque, and the thrust force for

hovering the qaudrotor is ignored. The difference of the forces in the motor pair is

determined by the difference of the motor inputs ∆u = 2ũ. We define four control

inputs of the system as uth, uθ, uϕ and uψ. Then we have
FB = 4Km

ω

s+ ω
uth, τθ = 2Kml

ω

s+ ω
uθ,

τϕ = 2Kml
ω

s+ ω
uϕ, τψ = 2Knuψ,

(5.13)

where Kn is a positive gain and l is the distance between the actuator and the center

of mass of the quadrotor.

Quadrotor Flight Controller Design

In this section, we present the inner-outer loop structured controller based on the

modelings of the quadrotor and the actuator.

By using (5.11) and (5.13), the decoupled dynamics along x, y and z-axes are

written as 
˙̃X = AxX̃ +Bxθ,

˙̃Xθ = AθX̃θ +Bθuθ,
(5.14a)


˙̃Y = AyỸ +Byϕ,

˙̃Yϕ = AϕỸϕ +Bϕuϕ,
(5.14b)

˙̃Z = AzZ̃ +Bzuth + Ω, (5.14c)

Ψ̇ = AψΨ+Bψuψ, (5.14d)

where X̃ = [x, ẋ]T, Ỹ = [y, ẏ]T, Z̃ = [z, ż, vz]
T, X̃θ = [θ, θ̇, vθ]

T, Ỹϕ = [ϕ, ϕ̇, vϕ]
T,

Ψ = [ψ, ψ̇]T, Ax = Ay = Aψ =

[
0 1

0 0

]
, Aθ =

0 1 0

0 0 2Kml
IY Y

0 0 −ω

, Aϕ =

0 1 0

0 0 2Kml
IXX

0 0 −ω

, Az =
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0 1 0

0 0 4Km

m

0 0 −ω

, Bθ = Bϕ = Bz = [0, 0, ω]T, Bx = [0, g]T, By = [0,−g]T, Bψ =
[
0, 4Kn

IZZ

]T
and Ω = [0,−g, 0]T.
In order to track the desired x and y positions, the reference signals of θ and ϕ are

calculated in the outer loop in (5.14a) and (5.14b), respectively. Control inputs uθ

and uϕ are to be designed to track the reference angles θ and ϕ [1], as shown in Figure

5.2.

Figure 5.2: LQR-based inner-outer loop control scheme.

Suppose we have N2 quadrotors in the MAS. Considering (5.14), the dynamics of

the quadrotor i along x-axis and y-axis are linearized as{
Ẋ2i(t) = A2X2i(t) + B2u2xi(t),

Ẏ2i(t) = Ā2Y2i(t) +B2u2yi(t),
(5.15)

where A2 =


0 1 0 0 0

0 0 g 0 0

0 0 0 1 0

0 0 0 0 2Kml
IXX

0 0 0 0 −ω

, Ā2 =


0 1 0 0 0

0 0−g 0 0

0 0 0 1 0

0 0 0 0 2Kml
IY Y

0 0 0 0 −ω

 and B2 = [0, 0, 0, 0, ω]T. X2i(t) =

[
x2i(t), ẋ2i(t), θi(t), θ̇i(t), pi(t)

]T
, Y2i(t) =

[
y2i(t), ẏ2i(t), ϕi(t), ϕ̇i(t), qi(t)

]T
. x2i(t) and

y2i(t) are positions of quadrotor i (i = 1, 2, . . . , N2) along x and y-axes respectively.

pi and qi are the variables representing the actuator dynamics. u2xi(t) and u2yi(t) are

the control inputs for pitch and roll motor pairs. It is readily verified that the pairs
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(A2, B2) are (Ā2, B2) are both stabilizable.

The height dynamics of the quadrotor is affected by the total thrust of the four

propellers and the gravity

Mz̈(t) =
4∑
i=1

fi cos(ϕi(t)) cos(θi(t))−mg. (5.16)

As shown in Figure 5.2, the proportional-integral-derivative (PID) and proportional-

derivative (PD) controllers are designed for the height and yaw angle controls respec-

tively. More details of the quadrotor dynamics can be found in [1, 137].

5.4 Problem Formulation

The knowledge of directed graph is introduced in Section 3.2, which will be used in

this work as well. Given a group of heterogeneous N agents of the form{
Ẋi(t) = AxiXi(t) + Bxiuxi(t),

Ẏi(t) = AyiYi(t) + Byiuyi(t), i = 1, 2, . . . , N.
(5.17)

where Xi(t), Yi(t) ∈ Rmi are the states, and uxi, uyi(t) ∈ Rpi are the inputs of agent

i along x and y-axes in the ground plane. The first elements in Xi(t) and Yi(t) are

x̃i(t) and ỹi(t), which denote the position of agent i along x and y-axes respectively.

Ai ∈ Rmi×mi and Bi ∈ Rpi . The pairs (Ai, Bi),∀i = 1, 2, . . . , N , are all stabilizable.

Consensus of the MAS is reached if limt→∞ ∥x̃i(t) − x̃j(t)∥ = 0, limt→∞ ∥ỹi(t) −
ỹj(t)∥ = 0, ∀i, j = 1, 2, . . . , N, i ̸= j.

In this work, the dwell time for the interaction topology is used to update the

states. Only at the first time instant of each dwell time, tk, k = 0, 1, . . ., the agent

samples and broadcasts data to other agents. Let G(tk) and Ni(tk) be the interaction

graph and the neighbor set of agent i at instant tk respectively. It is assumed that the

switching topologies G(tk), k = 0, 1, . . . always have a spanning tree. The objective of

this work aims to design control inputs for each agent to reach consensus. At instant

tk, agent i calculates

x̄i(tk) =

x̃i(tk) +
∑

j∈Ni(tk)

x̃j(tk)

di(tk) + 1
, ȳi(tk) =

ỹi(tk) +
∑

j∈Ni(tk)

ỹj(tk)

di(tk) + 1
, (5.18)
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and then (x̄i(tk), ȳi(tk)) is set as the desired position for agent i to reach until the next

interaction time instant tk+1, where di(tk) is the number of neighbors of agent i at time

instant tk. Let X̄i(tk) = [x̄i(tk), 0]
T , Ȳi(tk) = [ȳi(tk), 0]

T to be the desired states if

agent i is a 2WMR, otherwise X̄i(tk) = [x̄i(tk), 0, 0, 0, 0]
T , Ȳi(tk) = [ȳi(tk), 0, 0, 0, 0]

T

for a quadrotor. Suppose the dynamics of each agent along x and y-axes are decou-

pled, in the dwell time interval [tk, tk+1), the designed controllers are applied, and the

agent approaches its desired states X̄i(tk) and Ȳi(tk).

The control input of agent i along x-axis is then given as following: By choosing

the proper Qxi and Rxi, we solve the following matrix differential Riccati equation:

PxiAxi + AT
xiPxi +Qxi − PxiBxiR

−1
xi B

T
xiPxi = 0,

and then

uxi(t) = −R−1
xi B

T
xiPxi

(
Xi(t)− X̄i(tk)

)
, tk 6 t < tk+1. (5.19)

Since (Axi, Bxi) is stabilizable, the desired states X̄i(tk) will be reached asymptotically

if the dwell time is infinite, i. e., limt→∞Xi(t) = X̄i(tk). We have

Xi(t)− X̄i(tk) = eÂxi(t−tk)(Xi(tk)− X̄i(tk)), tk 6 t < tk+1, (5.20)

where Âxi = Axi −BxiR
−1
xi B

T
xiPxi, and all eigenvalues of Âxi have negative real parts.

It is readily shown that

∥x̃i(tk+1)− x̄i(tk)∥ 6
∥∥Xi(tk+1)− X̄i(tk)

∥∥
=
∥∥∥eÂxi(tk+1−tk)

∥∥∥ ∥∥(Xi(tk)− X̄i(tk))
∥∥ . (5.21)

The control input of agent i along y-axis can be obtained in the similar line. According

to the dynamic models of the 2WMR and quadrotor introduced in Section 5.3, the

designed LQR controller can only be applied to the quadrotor because the 2WMR

dynamics is the underactuated. We propose the LQR-based Rotate&Run Consensus

Scheme for the 2WMR in Algorithm 1.

By using the proposed control method, the position of the 2WMR will be on the

line segment from (x̃i(tk), ỹi(tk)) to (x̄i(tk), ȳi(tk)) at time instant tk+1. We have

x̃i(tk+1) = x̃i(tk) + ρi(tk, tk+1) (x̄i(tk)− x̃i(tk)) , (5.22)
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Algorithm 5.1 The LQR-based Rotate&Run Consensus Scheme for 2WMR i (i =
1, 2 . . . N1.)

Input: x1i(tk), y1i(tk), θi(tk), x̃j(tk), ỹj(tk), ∀j ∈ Ni(tk), t.
Output: vl(t), vr(t).
1: if t = tk then
2: Substitute (x̄i(tk), ȳi(tk)) into (5.8), and calculate (x1i(tk+1), y1i(tk+1)).

θiT = atan2(y1i(tk+1)− y1i(tk), x1i(tk+1)− x1i(tk)),

v(t) =
√
v21xi(t) + v21yi(t), for the case v(t) < vmax, otherwise v(t) = vmax.

3: if (x1i(tk+1), y1i(tk+1)) is in Quadrant I, then
4: Rd= 1, Md= 1, θid(tk) = θiT ;
5: else if (x1i(tk+1), y1i(tk+1)) is in Quadrant II, then
6: Rd= −1, Md=1, θid(tk) = θiT ;
7: else if (x1i(tk+1), y1i(tk+1)) is in Quadrant III, then
8: Rd= 1, Md= −1;
9: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦);
10: else
11: Rd= −1, Md= −1;
12: θid(tk) = θiT ± 180◦, θid(tk) ∈ [−180◦, 180◦).
13: end if
14: end if
15: while tk 6 t < tk+1 do
16: if |θi(t)− θid(tk)| > ε then
17: vl = v̄, vr = −v̄ for the case Rd= 1 and
18: vl = −v̄, vr = v̄ for the case Rd= −1.
19: else
20: vl = vi, vr = vi for the case Md= 1 and
21: vl = −vi, vr = −vi for the case Md= −1.
22: end if
23: end while

θid: The goal heading,
Rd= 1: Rotating clockwise,
Rd= −1: Rotating counterclockwise,
Md= 1: Moving forward when the nose of the 2WMR is pointing at
(x1i(tk+1), y1i(tk+1)),
Md= −1: Moving backward when the tail of the 2WMR is pointing at
(x1i(tk+1), y1i(tk+1)),
ε is the tolerance for the heading,
v̄ satisfying 0 6 v̄ 6 vmax is the constant wheel velocity for the 2WMR to rotate in
place.
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where 0 < ρi(tk, tk+1) < 1 is a positive scalar which is determined by the length of

the time interval [tk, tk+1).

Let X̂(tk) = [x̃1(tk), x̃2(tk), . . . , x̃N(tk)]
T, we have

X̂(tk+1) = Φ(tk)X̂(tk), k = 1, 2, . . . (5.23)

with

Φ(tk) = IN − diag{ρ1(tk,tk+1)

d1(tk)+1
, ρ2(tk,tk+1)

d2(tk,tk+1)+1
, . . . , ρN (tk,tk+1)

dN (tk)+1
}L(tk).

5.5 Consensus Analysis

In this section, we study the condition for guaranteeing consensus of the heterogeneous

MAS. We use the knowledge of stochastic matrix, which has been reviewed in Section

3.2.

Lemma 5.1 (Lemma 3.3, 3.7 & Corollary 3.5 in [29]). A stochastic matrix M ∈ Rn×n

is SIA if all diagonal entries of M are positive and the associated directed graph of

M has a spanning tree.

Lemma 5.2 ( [124]). Let {S1, S2, . . . , Sk} be a set consisting of finite SIA matrices

with the same dimension n × n. Any sequence of matrix product SimSim−1 . . . Si1 of

positive length is SIA. For the product SimSim−1 . . . with infinite length, there exists

a column vector c such that

lim
m→∞

SimSim−1 . . . Si1 = 1nc
T. (5.24)

Lemma 5.3 (Theorem 6.1 in [139]). Consider the system ẋ = Ax, with A ∈ Rn×n

as a constant matrix. If all eigenvalues of A have real negative parts, then for each

x(t0) ∈ Sn, there exist positive constants H and µ such that

∥x(t)∥ 6 H ∥x(t0)∥ e−µt, ∀t > 0. (5.25)

In the sequel, the main result will be presented.

Theorem 5.1. There exists a lower bound Tk for the dwell time tk+1 − tk > Tk

such that Φ(tk) in (5.23) is a stochastic matrix with positive diagonal entries. The

heterogeneous MAS consisting of quadrotors and 2WMRs reaches consensus if tk+1−
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tk > Tk, and the switching interaction graphs G(tk) have a directed spanning tree at

time instant tk, k = 1, 2, . . .

Proof. Considering (5.23) and noting that L(tk)1N = 0N , it is shown that the ith (i =

1, 2, . . . , N) row sum of Φ(tk) is 1 and off-diagonal entries of Φ(tk) are all nonnegative.

The diagonal entries are then written as

si(tk) = 1− ρi(tk, tk+1)di(tk)

di(tk) + 1
. (5.26)

To guarantee si (i = 1, 2, . . . , N) to be positive, we require that

0 < ρi(tk, tk+1) <
di(tk) + 1

di(tk)
. (5.27)

Eq. (5.22) can be further written as ρi(tk, tk+1) =
x̃i(tk+1)−x̃i(tk)
x̄i(tk)−x̃i(tk)

, and then we have

0 <
x̃i(tk+1)− x̃i(tk)

x̄i(tk)− x̃i(tk)
<
di(tk) + 1

di(tk)
. (5.28)

We consider the following two cases respectively.

Case 1: x̃i(tk+1) > x̃i(tk) and x̄i(tk) > x̃i(tk). It requires that x̃i(tk+1) − x̄i(tk) <
x̄i(tk)−x̃i(tk)

di(tk)
to make the inequality in (5.28) holds.

Case 2: x̃i(tk+1) < x̃i(tk) and x̄i(tk) < x̃i(tk). Similarly, we need that x̄i(tk) −
x̃i(tk+1) <

x̃i(tk)−x̄i(tk)
di(tk)

to guarantee (5.28). The sufficient condition for (5.28) to hold

is

∥x̄i(tk)− x̃i(tk+1)∥ <
∥x̄i(tk)− x̃i(tk)∥

di(tk)
. (5.29)

Using (5.21) and Lemma 5.3, we have

∥x̃i(tk+1)− x̄i(tk)∥ 6 Hi

∥∥(Xi(tk)− X̄i(tk))
∥∥ e−µi(tk+1−tk− π

2v̄
), (5.30)

where v̄ is the constant wheel velocity for the 2WMR to rotate in place, and π
2v̄

is

the maximum rotating time for a 2WMR to reach the goal heading. If we choose

tk+1 − tk − π
2v̄

> T(i)k appropriately for agent i, i.e.,

Hi

∥∥(Xi(tk)− X̄i(tk))
∥∥ e−µi(tk+1−tk− π

2v̄
) <

∥x̄i(tk)− x̃i(tk)∥
di(tk)

, (5.31)
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equivalently tk+1−tk− π
2v̄

> T(i)k = − 1
µi
ln ∥x̄i(tk)−x̃i(tk)∥
di(tk)Hi∥(Xi(tk)−X̄i(tk))∥ . It follows that (5.29)

is satisfied, and the condition in (5.27) is guaranteed. Accordingly we choose the dwell

time TK = tk+1 − tk as

Tk = max
{
T(1)k, T(2)k, . . . , T(N)k

}
+

π

2v̄
(5.32)

such that si(tk), i = 1, 2, . . . , N are all positive, which implies that Φ(tk) is a stochastic

matrix with positive diagonal entries.

From Lemma 5.1, it is shown that Φ(tk) in (5.23) is SIA if the switching inter-

action graphs G(tk) always have a directed spanning tree. Using Lemma 5.2, we

have

X̂(tk) = lim
k→∞

Φ(tk)Φ(tk−1) . . .Φ(t0)X̂(t0) = 1Nc
T
1 X̂(t0), (5.33)

which implies that consensus is reached.

5.6 Simulation

In this section, we conduct two sets of simulations under Matlabr environment to

demonstrate the effectiveness of the designed consensus control methods for a group

of heterogeneous MAS consisting of three 2WMRs and one quadrotor.

As shown in Theorem 5.1, the switching interaction topologies in the examples

are directed and always have a spanning tree. The states of the agents are initialized

with random values in the two-dimensional plane. At each information interaction

time instant, an interaction topology is randomly chosen from Figure 5.3 and applied

to the networked MAS. The quadrotor and 2WMRs calculate their desired positions

using (5.18). In the first set of simulation, the initial distances among the agents are

with the same scales as the example shown in the experimental testing, and the dwell

time is set as 5 secs. Figures 5.4 and 5.5 show the simulation results of the position,

velocity evolutions and trajectories of the agents. The second set of simulation is then

conducted considering the MAS in a larger workspace, and the dwell time is set as

10 sec. The results are shown in Figures 5.6 and 5.7. In both sets of simulations, we

observe that consensus can be reached. The 2WMRs’ left wheel (LW) and right wheel

(RW) velocities are within the bound of 0.5 m/sec. The trajectories of the agents in

Figure 5.7 look different from the result as shown in Figure 5.5. This is because that

the 2WMR’s velocity upper bound is much smaller than the quadrotor’s velocity such
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that the position evolution of the quadrotor is much larger than the 2WMR’s in the

fixed dwell time if the workspace is large.

Figure 5.3: Interaction topologies with spanning trees.
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Figure 5.4: Simulation results of the proposed control methods: Time response of x
and y positions and velocities of four agents.

Remark 5.1. We prove that the dwell time lower bound Tk in (5.32) exists such that

consensus can be reached. Tk can be calculated in the simulation/experiment, but this
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Figure 5.5: Simulation results of the proposed control methods: Trajectories of the
agents on xy plane.

value cannot be practically set as the dwell time. The reason is that the communication

of the networked agents is not “all-to-all” mode, which implies that max
{
T(i)k

}
for

i = 1, 2, . . . , N can not be known by all agents at one interaction instant. Since we

conduct the simulations/experiments fitting the practical situations, an appropriate

(might be conservative) dwell time for the specific application scenario is alternatively

chosen.
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Figure 5.6: Simulation results of the proposed control methods: Time response of x
and y positions and velocities of four agents in a larger workspace.
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Figure 5.7: Simulation results of the proposed control methods: Trajectories of the
agents on xy plane in a larger workspace.

5.7 Experiment

Figure 5.8 shows the experimental setup of the heterogeneous MAS consisting of 3

2WMRs and 1 quadrotor. A cluster of reflective markers are glued on each vehicle.

The unique configuration of the markers on the vehicle is then recognized and tracked

as a rigid body by OptiTrackTM cameras. The consensus protocols are compiled and

then downloaded to the microcontroller Gumstix embedded on the vehicles. The

wireless network is employed to transmit data among the MAS.

The quadrotor parameters in (5.15) are given as follows [1]: Km = 120N, Kn =

4N·m, ω = 15rad/sec, IXX = IY Y = 0.03kg·m2, IZZ = 0.04kg·m2, m = 1.4kg and

l = 0.2m.

2WMRs and quadrotor are placed at random positions in the workspace with

zero initial velocities. The MAS starts to conduct the consensus behavior when the

quadrotor reach a safety height 0.5m after taking off vertically. At time instant tk,

the interaction topology containing a spanning tree may change or not. The dwell

time tk+1 − tk, (k = 0, 1, 2, . . .) described in Section 5.4 is given as 5secs in the

experiment. agent i calculates x̄i(tk) and ȳi(tk) using (5.18). 2WMRs then evolve the

states by following Algorithm 1, and the quadrotor updates its states according to

the LQR consensus protocol in (5.19). The x and y position evolutions of the agents

are shown in Figure 5.9. The LW and RW velocities of 2WMRs are also presented,

from which we see that the wheel velocity constraints ∥vl∥ 6 vmax = 0.5m/sec,
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Figure 5.8: Experimental setup of the heterogeneous MAS.

∥vr∥ 6 vmax = 0.5m/sec are satisfied. The collision occurs when 2WMRs converge

to the same position, and each 2WMR has the bumper to absorb the impact of the

collision. The position evolutions in Figure 5.9 and trajectories of the agents in Figure

5.10 demonstrate the motions of the geometry centers of the agents.

0 5 10 15 20
−1

0

1

Time (sec)x 
po

si
tio

n 
(m

)

 

 2WMR 1 2WMR 2 2WMR 3 quadrotor

0 5 10 15 20
−1

0

1

Time (sec)

y 
po

si
tio

n

0 5 10 15 20
−0.5

0

0.5

Time (sec)LW
 v

el
oc

ity
 (

m
/s

)

0 5 10 15 20
−0.5

0

0.5

Time (sec)

R
W

 v
el

oc
ity

Figure 5.9: Experimental results of the proposed control methods: Time response of
x, y positions and wheel velocities of four agents.
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Figure 5.10: Experimental results of the proposed control methods: Trajectories of
the agents on xy plane.

Note that the quadrotor dynamics in (5.15) assume that roll, pitch and yaw angles

are small (less than 6◦ in practical application). Figure 5.11 shows the evolutions of

the roll, pitch and yaw angles of the quadrotor. The motion on x/y-axis is controlled

by the total thrust of the propellers and the change of the roll/pitch angle. A PWM

with period 20ms is employed to control each motor, and there exists a constraint on

the PWM duty cycle: 5% to 10%, [1]. Figure 5.12 shows the evolutions of the PWM

duty cycles of the motors.
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Figure 5.11: Experimental results of the proposed control methods: Time response
of roll, pitch and yaw angles of the quadrotor.
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Figure 5.12: Experimental results of the proposed control methods: Time response
of the PWM duty cycles of the motors.

Remark 5.2. Both simulation and experiment are approaches for verifying the effec-

tiveness of the controllers. The differences between two approaches lie in the follow-

ing aspects: As the diameter of each 2WMR is 34cm, the final distances among the

agents obtained in the experimental tests are larger than the results of simulations.

From the engineering standpoint, consensus of the heterogeneous MAS is reached. In

the simulations, the quadrotor changes its flying direction sharply at the informa-

tion interaction time instant, and the trajectories are connected by the straight lines.

This is the ideal control result for the quadrotor. However we observe that in Figure

5.11, there exist few instants, at which roll/pitch angle peaks are relatively large (one

reaches 22◦). The reason is that we use the linearized quadrotor dynamics for the

flight controller design, and there might exist model uncertainties and external distur-

bances. Accordingly the quadrotor can not strictly follow the desired straight lines. It

hovers around the desired position. The trajectories of the quadrotor are smooth. We

observe that consensus of the heterogeneous MAS is reached in both simulation and

experiments.

Remark 5.3. In the experimental testing, we use the ad-hoc WiFi network to transmit
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the data among the agents. The standard for the communication is IEEE 802.11b,

and the working range of the WiFi adapter is within 50 meters. This work focuses on

the practical application of cooperative control for the MAS, and the experiment in the

large workspace is not conducted due to constraints such as the limited workspace and

communication ranges, the battery life of the quadrotor and the wind disturbances in

the outdoor environment. The effectiveness of the control methods for the application

scenario with large workspace is validated through the simulation.

5.8 Conclusion

In this chapter, the consensus problem for a heterogeneous MAS with directed and

switching interaction topologies was investigated. We developed an LQR consensus

protocol for the quadrotors and proposed an LQR-based consensus algorithm for

the underactuated 2WMRs respectively. Experimental testing was conducted on the

real-time MAS platform. The experiment results revealed that the proposed control

methods are effective in solving the consensus problem for the heterogeneous MAS.

Future research will be considered to conduct the experiment in a larger worksapce.

Interesting extensions of this work can also be pursued in considering sensor failures

in the vehicle dynamics [140], obstacle avoidance during cooperative control of the

MAS and designing novel flight controller using the model predictive control (MPC)

technique [141,142].

A video of the experiment is posted on the following URL:

https://www.youtube.com/watch?v=eveKF7VnL48
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Chapter 6

Integral Sliding Mode Flight

Controller Design for a Quadrotor

and its Application to a

Heterogeneous Multi-Agent

System

6.1 Introduction

In Chapter 5, we investigate the LQR-based rendezvous control for a group of het-

erogeneous MAS consisting of quadrotors and 2WMRs. Regarding the quadrotor

waypoint tracking control, the proportional-integral-derivative (PID) flight control

method [143] and the LQR-based flight control method [1, 144] are the most com-

monly used techniques in industry. However, these traditional control methods need

the complete knowledge of the quadrotor dynamics, indicating that exact model pa-

rameters are known in the controller design. The errors in the parameters such as the

mass, the center of mass and inertia can sometimes deteriorate the performance of

the controller, and external disturbances also inevitably affect the performance of the

flight controller. One of the approaches for dealing with model uncertainties and dis-

turbances is the adaptive control [107]. In [145], disturbances are quantized by using

the designed quantum logic, and then the adaptive controller is employed to stabilize

the quadrotor. Some other methods for correcting parameter errors or estimating the
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quadrotor states can be found in [146–150]. Experimental studies are carried out on

the flight controller design for quadrotors with extra payloads, e.g., [151,152].

Sliding mode control (SMC) is a well developed technique to deal with uncer-

tainties and disturbances such that the system can reach the desired states in finite

time [153]. One of the major advantages of using SMC method is that matched

uncertainties (the disturbances in the control input channel) can be effectively sup-

pressed. Later, the integral sliding mode control (ISMC) technique has been deeply

investigated [154]. By using the ISMC approach, the reaching phase is eliminated

and the system trajectory starts in the designed sliding surface. The ISMC technique

is used for the altitude control for a small helicopter with ground effect compensation

in [155]. However, the work in [155] only considers the altitude information, which is

not suitable for the flight controller design of a quadrotor.

Besides controlling a single quadrotor, many researchers study the control of a

group of robots [21, 156, 157]. For the control of the MAS involving quadrotors, de-

signing a robust flight controller that can reject model uncertainties and external

disturbances plays an important role in guaranteeing the cooperative task to be suc-

cessful. Up to date, cooperative control of the heterogeneous MAS considering model

uncertainties and disturbances, especially the application-oriented research, needs to

be further addressed.

Motivated by the above discussion, our work aims to design and implement an

ISMC-based flight controller for a 6-DOF quadrotor. The designed controller is then

applied to the consensus control of a heterogeneous MAS consisting of 2WMRs and

quadrotors.

The main contribution of this chapter is three-fold:

• The ISMC strategy for the quadrotor flight control is proposed. We present the

inner loop ISMC-based controller incorporating the reference angle signal and

the desired position information. Accordingly, the stability analysis by using

the Lyapunov approach is provided.

• We implement the LQR-based [1] and the proposed ISMC-based controllers on

a quadrotor. The performances of the controllers are illustrated and compared

in terms of mean square error (MSE). To emphasize the effectiveness of the de-

signed ISMC-based flight controller, we further enlarge the model uncertainties

and external disturbances by attaching an unknown weight to the quadrotor,

and then the experimental comparisons between two controllers are conducted.
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• The consensus control method for a group of MAS involving 2WMRs and

quadrotors is proposed. The sufficient condition for the MAS to reach consensus

is that switching graphs always have a spanning tree. The designed consensus

control approaches are successfully realized in the experimental platform.

The rest parts of the chapter are organized as follows: Section 6.2 presents the dy-

namic model of the quadrotor and the actuator. Section 5.3.2 introduces the design

of the quadrotor flight controller and analyzes the system stability. Section 6.3 shows

cooperative control method of the heterogeneous MAS and gives the consensus con-

dition. Experimental testings are presented in Section 6.4. Section 6.5 concludes the

chapter.

6.2 Integral Sliding Mode Flight Controller De-

sign for a Quadrotor

The dynamic model of a quadrotor and the inner-outer loop structured LQR-based

flight controller are introduced in Section 5.3.2. However, model uncertainties and

the external disturbances exist ubiquitously in practical situations and may destroy

the stability of the system. Next, we present the design of the ISMC-based controller

for the waypiont tracking in the presence of both model uncertainties and external

disturbances. Following the similar stream described in [1], the PID and PD con-

trollers are used for the altitude and ψ controls respectively. Thus they are omitted

here. Instead of using the inner-outer loop structured LQR-based controller, desired

positions xd and yd are also incorporated in the ISMC-based controller in the inner

loop, see Figure 6.1. Since the dynamics of the quadrotor along x and y-axes are

decoupled and similar, here we only present the ISMC-based controller along x-axis.

From (5.14a) and considering model uncertainties and external disturbances, we

have

Ẋ(t) = AXX(t) +BXuθ(t) +MXξX(t) + fX(t), (6.1)

where X(t) =
[
x, ẋ, θ, θ̇, vθ

]T
, AX =


0 1 0 0 0

0 0 g 0 0

0 0 0 1 0

0 0 0 0 2Kml
IXX

0 0 0 0 −ω

, BX = [0, 0, 0, 0, ω]T. It is verified

that the pair (AX , BX) is controllable. The matrix MX ∈ R5×lr is assumed to be
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Figure 6.1: ISMC-based inner-outer loop control scheme.

known and can be written as MX = BXDX , for some DX ∈ R1×lr . ξX(t) is the

disturbance or model uncertainty which is unknown but with a known upper bound.

fX(t) is the unmatched uncertainty which is also with a known upper bound. The

ISMC-based controller is designed in light of the work in [154].

To deal with disturbances and uncertainties in (6.1), a sliding manifold for the

quadrotor is defined as following:

σx(t) = GXe(t)−GXe(0)−G

∫ t

0

(AXXe(τ) +BXuo(τ))d(τ), (6.2)

where Xe(t) = X(t) − X̄(t), X̄(t) = [xd, 0, θd(t), 0, 0]
T is the desired state for the

system in (6.1), θd(t) is the reference signal for the pitch angle generated in the

outer loop, and G = (BT
XBX)

−1BT
X . The term −GXe(0) is designed to eliminate the

reaching phase by ensuring that σx(t) = 0. The controller uθ(t) for (6.1) consists of

two parts:

uθ(t) = uo(t) + un(t), (6.3)

in which, uo(t) = −FX(t) is the nominal controller obtained by using the LQR

method for the nominal system (AX , BX) to achieve the desired performance. General

steps to design the LQR-based controller for the linear state space model can be found

in [136]. We choose un(t) as

un(t) = −ρ(t)(GBX)
−1 σx(t)

∥σx(t)∥

with ρ(t) as the modulation gain to keep the system trajectories sliding along the
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sliding surface in (6.2). Using (6.1) and (6.3), we have

σ̇x(t) = G(AXX(t) +BXuθ(t) +BXDXξX(t) + fX(t))

−GAXX(t) +GBXFX(t)

= GAXX(t)−GBXFX(t)

−GBXρ(t)(GBX)
−1 σx(t)

∥σx(t)∥
+GBXDXξX(t)

+GfX(t)−GAXX(t) +GBXFX(t)

= −ρ(t) σx(t)

∥σx(t)∥
+GBXDXξX(t) +GfX(t).

Construct the Lyapunov function

V (t) =
1

2
σT
x (t)σx(t).

It is shown that

V̇ (t) = σT
x (t)σ̇x(t)

= −ρ(t)∥σx(t)∥+ σT
x (t)DXξX(t) + σT

x (t)GfX(t)

≤ ∥σx(t)∥(−ρ(t) + ∥DXξX(t)∥+ ∥GfX(t)∥)

Note that if we choose ρ(t) ≥ ∥DXξX(t)∥ + ∥GfX(t)∥ + ηX , where ηX is a positive

scalar, it follows that

V̇ (t) ≤ −ηX∥σx(t)∥ = −ηX
√
2V (t). (6.4)

Integrating (6.4) on both sides, we get√
2V (t)−

√
2V (0) ≤ −ηXt.

The Lyapunov function will reach V (t) = 0 within the finite time

√
2V (0)

ηX
.
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6.3 Cooperative Control of the Heterogeneous Multi-

agent System

6.3.1 Consensus Problem Formulation

Consider a group of heterogeneous MAS with N agents

Xi(tk+1) = fi(Xi(tk), A(tk), uxi(t)),

Yi(tk+1) = gi(Yi(tk), A(tk), uyi(t)), t ∈ [tk, tk+1), (6.5)

where Xi(tk), Yi(tk) ∈ Rmi are the states of agent i along x and y-axes at the time

instant tk. x̃i(tk) and ỹi(tk) are the first elements in Xi(tk) and Yi(tk) respectively,

which denote x and y position of agent i. A(tk) is the adjacency matrix. Agents only

broadcast the information to the network at certain time instants {tk, k = 0, 1, . . .}.
After receiving the information from the neighbors, each agent updates its desired

position for t ∈ [tk, tk+1) as

x̄i(tk) =

x̃i(tk) +
∑

j∈Ni(tk)

x̃j(tk)

di(tk) + 1
, ȳi(tk) =

ỹi(tk) +
∑

j∈Ni(tk)

ỹj(tk)

di(tk) + 1
, (6.6)

where Ni(tk) is the neighbor set and di(tk) is the number of neighbors of agent i at

tk. Consensus is reached if limk→∞ ∥x̃i(tk) − x̃j(tk)∥ = 0, limk→∞ ∥ỹi(tk) − ỹj(tk)∥ =

0, ∀i, j = 1, 2, . . . , N, i ̸= j.

6.3.2 Consensus Algorithms for 2WMRs and Quadrotors

2WMRs are operated in the two-dimensional ground plane, and the coordinate system

of a 2WMR is presented in Section 3.3.1. The consensus algorithm for 2WMRs

are given as following: At the information interaction time instant tk, each 2WMR

calculates the desired position (x̄i(tk), ȳi(tk)), tk 6 t < tk+1 according to (6.6). By

setting the wheel velocities with the same magnitude but opposite directions, the

2WMR rotates in place until either the nose or tail points at (x̄i(tk), ȳi(tk)). Both

wheel velocities are then set as a constant value v̄ so that the 2WMR moves to

(x̄i(tk), ȳi(tk)). After reaching the desired position, the 2WMR stops and waits for

the next information interaction time instant tk+1. Suppose the rotating time for

agent i is Tri(tk) during [tk, tk+1), here we choose tk+1 large enough; i.e., tk+1 − tk >
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Tri(tk) +

√
(x̄i(tk)−x̃i(tk))2+(ȳi(tk)−ỹi(tk))2

v̄
such that the 2WMR can reach the desired

position before tk+1.

Similarly, for quadrotors, at the information interaction time instant tk, each

agent uses (6.6) to calculate its desired position (x̄i(tk), ȳi(tk)) for t ∈ [tk, tk+1). As

we mentioned in Section 5.3.2, the dynamics of the quadrotor along x and y-axes

are decoupled, we can apply the designed waypoint tracking flight controller to solve

the consensus problem for this heterogeneous MAS. The quadrotor will move to and

hover at (x̄i(tk), ȳi(tk)) until the next interaction time instant tk+1.

Next we show two useful lemmas for analyzing the consensus of the heterogeneous

MAS.

Lemma 6.1 (Lemma 3.3, 3.7 & Corollary 3.5 in [29]). If all diagonal entries of a

stochastic matrixM are positive and the associated directed graph ofM has a spanning

tree, then M is SIA.

Lemma 6.2 ( [124]). If {S1, S2, . . . , Sk} is a set consisting of finite SIA matrices with

the same dimension n × n, any sequence of matrix product SimSim−1 . . . Si1 is SIA.

For the product SimSim−1 . . . with infinite length, there exists a column vector c such

that

lim
m→∞

SimSim−1 . . . Si1 = 1nc
T.

Theorem 6.1. Consider a group of heterogeneous MAS consisting of 2WMRs and

quadrotors, and the desired position for agent i is given as (x̄i(tk), ȳi(tk)), for t ∈
[tk, tk+1) in (6.6). The quadrotor updates its position using the ISMC-based controller

designed in Section 5.3.2, and the 2WMR updates the position using the methods

described in this section. If the switching directed graphs G(tk), ∀tk, k = 1, 2, . . . always

have spanning trees, the consensus problem of this heterogeneous MAS is solved.

Proof. By applying the designed controllers to the quadrotors and to 2WMRs for

updating the desired positions during t ∈ [tk, tk+1), we get that agent i can reach

(x̄i(tk), ȳi(tk)) before the next information interaction time instant tk+1, i = 1, 2, . . . N .

Denote X̂(tk) = [x̃1(tk), x̃2(tk), . . . , x̃N(tk)]
T, we have

X̂(tk+1) =
A(tk) + IN
di(tk) + 1

X̂(tk) = D(tk)X̂(tk).

It is readily shown that each row sum of D(tk) equals to 1 and the diagonal entries of

D(tk) are all positive. Using Lemma 6.1, if the switching graph G(tk) always has a
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directed spanning tree, D(tk) is SIA, for k = 0, 1, 2, . . . . Then according to Lemma

6.2, there exists a column vector c such that

lim
k→∞

X̂(tk) = D(tk−1)D(tk−2) . . . D(t1)D(t0)X̂(t0) = 1Nc
TX̂(t0),

which implies that consensus can be reached along x-axis. The consensus analysis

along y-axis can be obtained in the same line.

6.4 Experiment

6.4.1 ISMC-based Flight Control Test for a Single Quadrotor

Figure 6.2 demonstrates the experimental setup of the multi-agent system. A clus-

ter of reflective markers are mounted with the unique configuration on the quadro-

tor. The markers on each agent are then regarded and tracked as a rigid body by

OptiTrackTM cameras on the wall. The x, y, z velocities are estimated by using

the derivative approach. The inertial measurement unit (IMU) with the 3-axis gyro-

scope, accelerometer and magnetometer are used to measure the quadrotor’s angular

rates and accelerations. The controllers for quadrotors and 2WMRs are compiled

on the Host PC and then downloaded to embedded microcontrollers on the vehi-

cles. The quadrotor parameters are given as follows [1]: Km = 120N, Kn = 4N ·m,

ω = 15rad/sec, IXX = IY Y = 0.03kg·m2, IZZ = 0.04kg·m2 m = 1.4kg and l = 0.2m.

Figure 6.2: Experimental setup of the multi-agent system.

The designed waypoint tracking task is as following: The quadrotor first hovers at

[xo, yo, zo]
T = [−0.78,−0.65, 0.3]T, and then it will move to and hover at the desired
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position [xd, yd, zd]
T = [0.3, 0.3, 0.3]T. When applying the ISMC-based controller to

the quadrotor, we modify (6.3) to be

uθ(t) = −FX(t)− ρ(t)(GBX)
−1 σx(t)

∥σx(t)∥+ δ
, (6.7)

where δ = 0.0001 is a small scalar, which is chosen for eliminating the chattering.

Compared with using only the LQR-based flight controller uo(t), the computational

complexity of using uθ(t) increases due to the part of un(t). Note that

un(t) = −ρ(t)(GBX)
−1 σx(t)

∥σx(t)∥
,

and σx(t) = GXe(t)−GXe(0)−G
∫ t
0
(AXXe(τ)+BXuo(τ))d(τ), where G,BX , AX , ρ(t),

are all constant matrices or parameters. The integral calculation
∫ t
0
(AXXe(τ) +

BXuo(τ))d(τ) occupies few computational resource. The flight controller works at a

sampling frequency 200 Hz, and our experimental case study was carried out using

MATLAB on a PC with Intel(R) Core(TM) i5-3470 CPU @ 3.20 GHz, 3.20 GHz. It

implies that the PC is capable of handling the increased complexity caused by the

ISMC-based flight controller.

The linearizion approximation of the quadrotor dynamics unavoidably results in

model uncertainties in (5.14), such as neglecting the intrinsic feature of nonlinearities

in the dynamics, omitting of the centrifugal force, centripetal force, drag force and

so on [137]. We present two sets of tests to verify the effectiveness of the proposed

control method. In the first set of test, we apply the LQR-based controller [1] and

the proposed ISMC-based controller to the quadrotor to conduct the waypoint tracing

task. In the second set of test, the additional weight (0.17kg, 12.1% to the weight of

the quadrotor itself), unknown to the controller is attached to the protective cage of

the quadrotor. Significant model uncertainties are added to the quadrotor dynamics

and more disturbances are brought to the controller: The center of mass of the

quadrotor is displaced, the mass and moments of inertia of the B-frame axes are

changed. Extra torques are generated as the disturbances during the flight tasks.

Both the LQR-based and ISMC-based controllers are tested and compared in this

situation. We summarize the experimental case studies as follows: a) No additional

weight, LQR; b) no additional weight, ISMC; c) additional weight, LQR; d) additional

weight, ISMC.

For each case, the quadrotor will first successfully hover at [xo, yo, zo]
T. The data
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Table 6.1: MSEs of implementing the LQR-based and ISMC-based controllers in
experimental studies

case a b c d

x 0.1855 0.1455 0.3071 0.1666

y 0.1457 0.1123 0.2165 0.1125

θ 0.0026 0.0020 0.0090 0.0047

ϕ 0.0023 0.0018 0.0054 0.0040

will be recorded and analyzed from the time instant of sending the command “Move

to xd” to the quadrotor. MSEs are calculated as follows

MSEx =
1

N

N∑
k=1

(x(k)− xd)
2 ,MSEϕ =

1

N

N∑
k=1

(ϕ(k)− ϕd(k))
2 ,

MSEy =
1

N

N∑
k=1

(y(k)− yd)
2 ,MSEθ =

1

N

N∑
k=1

(θ(k)− θd(k))
2 ,

where N represents the total number of samplings during the waypoint tracking task.

Results of the obtained MSEs for four cases are shown in TABLE 6.1.

Figure 6.3 shows x and y position evolutions of the quadrotor for the cases a) and

b). It is shown that smaller overshoots are obtained, and the MSEs of x, y, θ and ϕ

are all decreased by using our designed ISMC-based controller.

The effectiveness of the ISMC-based controller becomes more apparent when un-

certainties and external disturbances are increased. We have conducted 20 experi-

ments for the case c), there is little chance of achieving successful implementation of

the LQR-based controller. There is only one almost successful demonstration: The

quadrotor moves from [xo, yo, zo]
T to [xd, yd, zd]

T, hovers at [xd, yd, zd]
T with large

overshoots and oscillations for several seconds and then the system becomes un-

stable. Comparative experimental testing results for implementing the ISMC-based

controller are also given in Figures 6.4–6.6. In Figures 6.5 and 6.6, the desired pitch

and roll angles are obtained from the on-line calculation in the outer loop using (6a)

and (6b) respectively. It can be seen that more accurate orientation control (inner

loop) is achieved by using the ISMC-based controller, and accordingly more precise

position control (out loop) is realized. Note that MSEs of x, y, θ and ϕ are dramat-

ically decreased by using our designed ISMC-based controller when the additional
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Figure 6.3: Comparison of the experimental results: Time responses of x and y
positions by using the LQR-based and ISMC-based controllers for the cases a) and
b).

weight is attached to the quadrotor. It is worthwhile to observe that MSEs of x and

y for the case d) are even smaller than the results of the case a), which implies that

the ISMC-based controller can result in better flight performance for the quadrotor

with the additional weight than the LQR-based controller applied to the quadrotor

without the additional weight. We further attach the payload with different mass to

the different position on the quadrotor, and then repeatedly conduct the experimental

cases a)-d). It is shown that our designed controller can significantly reject negative

effects caused by bounded model uncertainties and external disturbances. The posi-

tion and angle evolutions, MSEs analyses, experimental videos are all consistent with

the results we have already shown in the work, and thus they are omitted here.

6.4.2 Consensus Control Test for the Heterogeneous MAS

The experiment is conducted with three 2WMRs and one quadrotor. The motions of

2WMRs are also tracked by OptiTrackTM cameras, and the information of the agents

are interacted through the wireless network. Agents are initialized with random

positions and zero velocities in the workspace. The quadrotor takes off vertically,

reaches the safety height of 0.3m, and then consensus algorithms are applied to MAS.

At each information interaction time instant tk, the graph always has a spanning tree.

Agent i moves to and stays at the calculated desired position (x̄i(tk), ȳi(tk)) in the

time interval [tk, tk+1). The x and y position evolutions and trajectories are shown
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Figure 6.4: Comparison of the experimental results: Time response of x and y posi-
tions by using the LQR-based and ISMC-based controllers for the cases c) and d).
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Figure 6.5: Experimental results of the LQR-based controller: Time response of ϕ
and θ for the case c).

in Figures 6.7 and 6.8 respectively. It is shown that consensus of the heterogeneous

MAS is reached. Note that the 2WMR is with the diameter 34cm, which implies

that the distance between two geometry centers of two 2WMRs are at least 34cm.

The collision happens when 2WMRs are trying to converge to the same spot, and the

quadrotor hovers above 2WMRs when consensus is reached.

The desired and actual ϕ and θ of the quadrotor during the consensus task are

shown in Figure 6.9. The reasonable PWM duty cycle of the motor on the quadrotor

ranges from 5% to 10% [1]. Figure 6.10 shows evolutions of PWM duty cycles of

the motors, from which we observe that saturations exist in PWM signals of Motors
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Figure 6.6: Experimental results of the ISMC-based controller: Time response of ϕ
and θ for the case d).
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Figure 6.7: Experimental results of the consensus control algorithms: Time response
of x and y positions of four agents.

1 and 4. This is because that in Figure 6.2, the unknown payload is attached to

the protective cage, with the position close to Motors 1 and 4 (Motor 1 is on the

crossbeam with red tape). In order to keep the quadrotor balanced during the flight,

Motors 1 and 4 will intuitively give more efforts.
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Figure 6.8: Experimental results of the consensus control algorithms: Trajectories of
the agents on xy plane.
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Figure 6.9: Experimental results of the consensus control algorithms: Time response
of ϕ and θ of the quadrotor.

6.5 Conclusion

In this chapter, an ISMC-based flight controller for the quadrotor waypoint tracking

task has been discussed. We first presented modelings of the quadrotor and actuators,

and then introduced the inner-outer loop structured LQR-based control strategy. In

order to decrease the negative effects caused by model uncertainties and the external
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Figure 6.10: Experimental results of the consensus control algorithms: Time response
of the PWM duty cycles of the motors.

disturbances, we proposed the ISMC-based flight controller incorporating the refer-

ence angular signal and the desired position information into the inner loop of the

controller. By using the ISMC technique, we eliminated both the reaching phase to

the sliding surface and the chattering in control signals. The detailed stability anal-

ysis was provided. The designed controller was then applied to solve the consensus

problem for a heterogeneous multi-agent system. From the experimental testings, it is

shown that the effects of the bounded model uncertainties and external disturbances

are significantly rejected in conducting the waypoint tracking task, and consensus

algorithms for 2WMRs and quadrotors work effectively. Future research will be fo-

cused on the quadrotor hovering control at the precise position and the flight controller

design in the discrete-time domain. Interesting extensions of this work can also be

pursued in considering actuator faults [158], time-delays [159] and designing the novel

flight controller using the model predictive control (MPC) technique [141,142].

A video of the experiments is posted on the following URL:

https://youtu.be/u1qqB166O-8
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Chapter 7

Conclusions and Future Work

This thesis mainly addresses two concerns in consensus problem studies from both

theoretical and application points of view: Irregular sampling cooperative control and

consensus of heterogeneous MASs. We design appropriate control methods for each

specific dynamics in MASs, and rigorously analyze consensus convergences. We also

successfully implement the designed control methods on practical systems.

7.1 Conclusions

Chapter 3 investigates the consensus problem for a group of 2WMRs using non-

uniform sampling. The directed and switching communication topologies are consid-

ered. The control protocols for first-order/second-order system dynamics are designed

with bounded control gains. The Rotate&Run Scheme is proposed to update vehicles’

states: 1) The vehicle calculates its goal orientation and the input of each wheel at

the sampling time instants by using states of itself and its neighbors; 2) the vehicle

rotates in place until it aims at the calculated direction; 3) the vehicle moves for-

ward/backward with calculated wheel velocities until the next sampling time instant.

It is shown that consensus in a group of 2WMRs can be achieved when switching

directed graphs satisfy certain conditions. The convergence analysis of consensus is

conducted based on algebraic graph theory and stochastic matrix analysis. Experi-

ments demonstrate the effectiveness of the proposed methods.

In Chapter 4, we propose an event-triggered rendezvous control method for multi-

ple 2WMRs subject to time-varying communication delays. By checking integral-type

event-triggering conditions asynchronously and periodically, each 2WMR determines
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whether or not to sample and broadcast its states. When the information used in

an agent’s controller is updated, the 2WMR calculates its control input, and then

a Rotate&Compensate&Run Rendezvous Scheme is provided for the 2WMR to up-

date its state. We present a sufficient condition for 2WMRs to asymptotically reach

rendezvous, and the convergence analysis is conducted by Lyapunov methods. Ex-

periments are further presented to validate the effectiveness of the proposed control

method.

Controlling heterogeneous MASs to cooperatively accomplish tasks is an emerg-

ing topic in the application-oriented research of robotics. Chapter 5 investigates

the consensus problem of an MAS consisting of quadrotors and 2WMRs. Directed

and switching interaction topologies over the network are considered. We propose

a distributed LQR consensus protocol for the quadrotors and design an LQR-based

Rotate&Run Consensus Scheme for the 2WMRs to update the states. We use the

algebraic graph theory and stochastic matrix analysis to conduct the convergence

analysis of consensus. The underactuation characteristic of the 2WMR dynamics is

considered in the controller design. The effectiveness of the control methods is verified

by experiments.

Chapter 6 investigates a novel ISMC-based strategy for the waypoint tracking con-

trol of a quadrotor in the presence of model uncertainties and external disturbances.

The proposed controller has the inner-outer loop structure: The outer loop is to gener-

ate reference signals for roll and pitch angles, while the inner loop is designed by using

the ISMC technique for the quadrotor to track the desired x, y positions, roll and

pitch angles. The Lyapunov stability analysis is provided to show that the negative

effects of bounded model uncertainties and external disturbances can be significantly

decreased. The designed controller is then applied to a heterogeneous MAS consisting

of quadrotors and 2WMRs to solve the consensus problem. We present control algo-

rithms for the 2WMRs and quadrotors. Consensus of the heterogeneous MAS can be

reached if switching graphs always have a spanning tree. Finally, experimental tests

are conducted to verify the effectiveness of proposed control methods.

7.2 Future Work

The works presented in Chapters 3 and 4 have focused on the non-uniform sampling

cooperative control and the event-triggered asynchronous sampling rendezvous con-

trol for a group of 2WMRs. It is noted that only sufficient conditions for consensus
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convergence are provided. Convergence rates of MASs are not discussed, which mo-

tivates us to conduct a more in-depth study to investigate how the chosen controller

parameters affect rendezvous rates. Another interesting concern for the future work of

Chapter 4 can be the event-triggered rendezvous control for a group of second-order,

high-order and heterogeneous agents.

In Chapter 6, we study an ISMC-based quadrotor flight controller, which is robust

against model uncertainties and external disturbances. However, it is observed that

in the experiment, the quadrotor hovers at the desired position with relatively large

oscillations. Future research will be focused on the quadrotor hovering control at the

precise position. An observer can be designed for the accurate disturbance estimation

[147,160], and this technique can be incorporated with our ISMC-based controller to

further improve flight performances. Interesting extensions of this work can also be

pursued in considering actuator faults [158], time-delays [159], and designing the novel

flight controller using model predictive control (MPC) techniques [141,142].

To consider more practical applications of quadrotors, we plan to build a novel

prototype of a quadrotor with a manipulator, and further develop the control method

for the newly developed dynamics in an MAS. Specifically: 1) Based on the open-

architecture hardware and the open-source software of the quadrotor, we propose

to attach a manipulator and a camera system to the quadrotor mechanically and

electrically, and accordingly derive the modeling of the system dynamics. 2) Relying

on the vision-based control, we aim to design the autonomous control scheme for the

individual agent to recognize, pick up and safely deliver the designated object. 3) By

incorporating the designed individual agent controller into MAS control techniques,

we plan to investigate the coordination of this practical vehicle-manipulator system

from theoretical and experimental standpoints. Practical constraints such as time

delays, data losses, and multirate data transmission will also be considered.
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Appendix A

Publications

• Refereed journal papers that have been accepted

J1. B. Mu, K. Zhang and Y. Shi, “Integral sliding mode flight controller design

for a quadrotor and the application in a heterogeneous multi-agent system,”

IEEE Transactions on Industrial Electronics, accepted for publication, 2017.

[Online]. Available: http://dx.doi.org/10.1109/TIE.2017.2711575

(This work is presented in Chapter 6.)

J2. B. Mu, J. Chen, Y. Shi and Y. Chang, “Design and implementation of

non-uniform sampling cooperative control on a group of two-wheeled mobile

robots,” IEEE Transactions on Industrial Electronics, vol. 64, no.6, pp. 5035-

5044, Jun. 2017.

(This work is presented in Chapter 3.)

J3. B. Mu, H. Li, J. Ding and Y. Shi, “Consensus in second-order multiple flying

vehicles with random delays governed by a Markov chain,” Journal of The

Franklin Institute, vol. 352, no. 9, pp. 3628-3644, Feb. 2015.

J4. B. Mu and Y. Shi, “Distributed LQR consensus control for heterogeneous

multi-agent systems: Theory and experiments,” submitted to IEEE/ASME

Transactions on Mechatronics, accepted with minor revision, 2017.

(This work is presented in Chapter 5.)

J5. A. Wang, B. Mu and Y. Shi, “Consensus control for a multi-agent system with

integral-type event-triggering condition and asynchronous periodic detection,”

IEEE Transactions on Industrial Electronics, vol. 64, no.7, pp. 5629-5639,

Jun. 2017.
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J6. H. Zhang, Y. Shi and B. Mu, “Optimal H∞ based linear-quadratic regulator

tracking control for discrete-time Takagi-Sugeno fuzzy systems with preview

actions,” ASME Journal of Dynamic Systems, Measurement, and Control, vol.

135, no. 4, pp. 044501-1044501-5, May. 2013.

J7. A. Wang, B. Mu and Y. Shi, “Event-triggered consensus control for multi-

agent systems with time-varying communication and event-detecting delays,”

submitted to IEEE Transactions on Control Systems Technology, accepted

with minor revision, 2017.

• Refereed journal papers that are under review

J8. B. Mu F. Xiao and Y. Shi, “Event-based rendezvous control for a group of

robots with asynchronous periodic detection and communication time delays,”

submitted.

(This work is presented in Chapter 4.)

• Refereed conference papers that have appeared or been accepted

C1. B. Mu, Y. Pei and Y. Shi, “Integral sliding mode control for a quadrotor in the

presence of model uncertainties and external disturbances,” in Proceedings of

American Control Conference, Seattle, USA, May 24-26, 2017, pp. 5818-5823.

C2. B. Mu, H. Li, W. Li, and Y. Shi, “Consensus for multiple Euler-Lagrange

dynamics with arbitrary sampling periods and event-Triggered strategy,” in

Proceedings of 11th World Congress on Intelligent Control and Automation,

Shenyang, China, June 29-July 4, 2014, pp. 2596-2601.

C3. B. Mu and Y. Shi, “Cooperative control of multiple flying vehicles with uncer-

tain Markov delays under switching topologies,” in Proceedings of 24th Cana-

dian Congress of Applied Mechanics, Saskatoon, Saskatchewan, Canada, June

2-6, 2013.
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