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ABSTRACT

Understanding how the water produced in an operating polymer electrolyte mem-

brane fuel cell (PEMFC) is transported in cathode catalyst layer (CCL) is crucial

to improving performance and efficiency. In this thesis, a multiple-relaxation-time

(MRT) lattice Boltzmann method (LBM) is employed to simulate the high density

ratio, multiphase water transport in in the CCL. The three-dimensional structure of

the catalyst layer is reconstructed based on experimental data acquired with a dual

beam scanning electron microscope/focused ion beam system and a stochastic method

using lower order statistical functions (e.g. porosity and two point correlation func-

tions). Simulations of the water transport dynamics are performed to examine the

effect of a range of physical parameters: wettability, viscosity ratio, pressure gradient,

and surface tension. The water penetration patterns in the catalyst layers reveal a

complex fingering process and transition of the water transport pattern from a capil-

lary fingering regime to a stable displacement regime is observed when the wettability

potential of the catalyst layer changes.

The second part of the analysis focuses on quantifying the impact of liquid water

distribution and accumulation in the catalyst layer on effective transport properties by

coupling two numerical methods: the two-phase LBM is used to determine equilibrium

liquid water distribution, and then a finite volume-based pore-scale model (FV-PSM)
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is used to compute transport of reactant and charged species in the CL accounting for

the impact of liquid water saturation .The simulated results elucidate and quantify the

significant impact of liquid water on the effective oxygen and water vapor diffusivity,

and thermal conductivity in CLs.
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Chapter 1

Introduction

1.1 Background and Motivation

Due to their high energy efficiency (generally between 40-60%, or up to 85% efficient

in cogeneration systems), low emissions, and low noise, proton exchange membrane

fuel cells (PEMFCs) have attracted more and more attention over the last decade as a

candidate alternative power source in the automotive industry and in other portable

power devices [1]. Although acceptable performance levels have been achieved, high

cost and durability concerns are preventing full-scale commercialization of the tech-

nology [2]. These challenges are to a large extent associated with the catalyst layers

(shown in Fig. 1.1), which play an important role in PEM fuel cells. They pro-

vide electrochemical sites using Pt elements, conduct ions through ionomers, transfer

electrons using carbon spheres, and carry water generated from an electrochemical

reaction through the pore structures. The transport of product water has a signifi-

cant influence on PEMFC performance [3–5]. To maintain high proton conductivity

in PEM fuel cells, the membrane must be kept well hydrated, but too much water in

the cathode catalyst layers can cause flooding of the catalyst layers (CLs), the gas

diffusion layer (GDL), the micro-porous layer (MPL), or the gas flow channel, thus

inhibiting gaseous reactant transport to the reaction sites [6, 7]. Water management

is therefore a critical issue in PEMFC performance, especially for the cathode cata-

lyst layer. Recent research has shown that lifetime performance losses in PEMFCs

are dominated by CL degradation [8]. A significant performance loss was reported

after 1000 start/stop cycles due to reduced CL porosity and the concomitant loss

in transport properties. Accordingly, a detailed understanding of CL microstructure
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is of paramount importance in our efforts to understand PEMFC performance and

degradation issues. One way to understand more fully and to quantify CL degra-

dation mechanisms is to characterize fully the morphology and effective properties

before and after degradation. The overall strategy to achieve this at the Energy Sys-

tems and Transport Phenomena Laboratory at the University of Victoria is to: i)

characterize the structure of sample CLs using advanced electron microscopy (FIB-

SEM); ii) perform physically representative numerical reconstructions of CL samples;

iii) perform pore-scale simulations of salient transport phenomena; and iv) derive the

effective transport parameters as a function of CL and liquid water morphology. The

array of transport phenomena taking place in the CL includes transfer of mass, mo-

mentum, heat, and charged species in conjunction with reaction kinetics. The main

focus of this thesis is on one of the most challenging processes occurring in PEMFCs:

the dynamic transport of liquid water in the CL. The objectives are to quantify the

characteristics of water transport in PEMFC catalyst layers and to gain insights into

its impact on performance and durability. A multi-phase multiple-relaxation-time

(MRT) lattice Boltzmann method (LBM) is used to simulate water transport in the

reconstructed catalyst layer. The choice of MRT-LBM is based on its suitability for

modelling and simulating multi-phase flow phenomena with high density and viscosity

ratios (e.g., air and liquid water) in complex geometries such as the porous structures

of PEM fuel-cell components.
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Figure 1.1: SEM image of a PEM fuel-cell catalyst layer (ESTP Laboratory, Univer-
sity of Victoria, unpublished).

1.2 Fuel Cell Performance and Water Generation

Reaction

A fuel cell is an electrochemical device that changes the released energy of a reac-

tant into electricity. Polymer electrolyte membrane fuel cells (PEMFCs) have been

the technology of choice in the automotive industry because they offer zero tailpipe

emission, highly efficient performance, and adaptability to low-temperature operating

conditions. A schematic of a PEMFC is shown in Fig. 1.2. A PEMFC unit consists

of three main components: a membrane, two electrodes (anode and cathode), and

bipolar plates. At the anode electrode, hydrogen is supplied to the fuel cell unit and

is converted to electrons and protons by the electrochemical reaction expressed by

Eq. (1.1) [3]. The membrane layer, which conducts protons produced at the anode

electrode, is the heart of a PEMFC. The most commonly used type of membranes

have a conventional polymer structure with a high band gap making them electrical

insulators. Electrons are therefore transfered from the anode electrode to the cathode

through an external circuit via the conductive bipolar plates. At the cathode elec-

trode, the protons and electrons that have migrated through the membrane and the

external circuit, respectively, as well as the oxygen fed to the cathode electrode come
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together and react according to Eq. (1.2) [3]. The schematic of this process is illus-

trated in Fig. 1.3. Water is the only byproduct of this reaction which is ejected from

the fuel cell system through the exhaust tail pipe of cars (zero tail-pipe emission).

Figure 1.3 shows the three main components of a cathode electrode. A half-unit

cell comprises a GDL, an MPL, and a CL. The GDL and MPL are mainly made of

carbon fibres and carbon spheres, respectively, which conduct electrons. The CL is

composed of four main elements: i) carbon spheres, which transfer electrons; ii) an

ionomer, which conducts protons; iii) platinum (Pt), where the electrochemical reac-

tions occur; and iv) pores, which facilitate the transport of reactants and products

(e.g., oxygen, water vapour, and liquid water) arising from the anodic and cathodic

reactions:

H2 → 2H+ + 2e− (1.1)

1

2
O2 + 2H+ + 2e− → H2O (1.2)

Water generated based on this electrochemical reaction (Eq. 1.2) must be re-

moved from the fuel-cell system to avoid blocking oxygen pathways and maintain

performance. Understanding the dynamics of liquid water can result in improved

performance and help quantify some of the degradation mechanisms occurring in

PEMFCs.
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Figure 1.2: Schematic of a PEM fuel cell unit

Figure 1.3: Schematic of a half-cell unit (Cathode electrode)
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1.3 Thesis Organization

The main focus of the research described in the present thesis is to characterize the

dynamic transport of liquid water and its impact on the effective transport proper-

ties in the catalyst layer of PEMFCs. The thesis is organized in six chapters. The

background and motivation are presented in Chapter 1, along with an overview of

fuel cell operation and performance, and of the role of the water generation by the

electrochemical reaction. Chapter 2 provides a literature review of CL characteristics

relevant to fuel cell performance, degradation and durability, nano-structural charac-

terization of the CL, experimental visualization techniques to observe liquid water in

an operating PEMFC, and relevant aspects of more general multi-phase flow simula-

tions in porous media. In Chapter 3, the physically based numerical reconstruction

of CL samples to generate the computational domains used for the simulations is

discussed. The methodology used to investigate liquid water transport dynamics and

its impact on the transport properties is presented in Chapter 4. Chapter 5 provides

the evaluation, analysis, and comparisons of simulated results including validation of

the developed and deployed numerical methodologies. Finally, conclusions and future

work are outlined in Chapter 6.
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Chapter 2

Literature Review

The following sections provide a literature review of CL characteristics relevant to

fuel cell degradation and durability, nano-structural characterization of the CL, and

relevant aspects of more general multi-phase flow simulations in porous media.

2.1 Performance and Degradation in Fuel cells: CL

Morphology and Water Effects

One of the major thrusts in current fuel-cell research is understanding degradation

mechanisms and improving durability and performance, which are inherently influ-

enced by the materials used in the system [1, 2, 5, 8–11]. Degradation in PEMFC

systems is primarily dominated by degradation of the membrane and catalyst layer,

although degradation mechanisms typically involve cross-component links and depend

strongly on operating conditions. A recent study reported, for instance, a significant

performance loss after 1000 start/stop cycles due to reduced CL porosity [8]. The

membrane in this study was virtually unaffected; Pt coarsening was similar to a case

where the PEMFC was subjected to 24,000 voltage cycles without any substantial

performance degradation. Hence, the performance loss was attributed to porosity loss

with concomitant loss in CL transport properties. The particular degradation mech-

anisms that led to porosity loss are not entirely clear, but were attributed in part to

collapse of the pore structure due to carbon corrosion. Carbon corrosion in the CL has

been reported to occur mainly due to local fuel starvation and to start-up/shutdown

processes [9]. Local fuel starvation results from reducing gas diffusivity in GDL due to

the flooding of this porous layer. In the case of start-up/shutdown processes, following
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hydrogen purging, some portion of anode channel can fill with air which results in cur-

rent reversal and triggering carbon corrosion. This degradation mechanism gives rise

to loss of carbon support as well as of Pt particle connectivity resulting in a loss of ac-

tive area of the porous CL available for reaction and consequently a drastic decrease in

performance [9]. In addition, membrane degradation corresponding to re-deposition

of Pt under specific operating conditions is intimately linked to CL stability, and Pt

precipitates in the membrane have been identified as a potential cause of increased

membrane/cell ohmic resistance in an aged vehicle PEMFC [2, 8, 9]. Furthermore,

the origin of many of the radicals that attack the ionomer phase in the CL and at

the CL-membrane interface can be traced to the CL [12]. The most important factor

affecting PEMFC degradation and performance is linked to the presence of liquid

water generated by the electrochemical reaction in the CCL [1,2,5,10]. Liquid water

has a noteworthy impact on performance due to its impact on reactant transport and

is one of the root causes of accelerated carbon corrosion and Pt dissolution in CCLs

due to hindering of reactants pathways and consequently the local fuel starvation.

Under fuel-cell operating conditions, especially at higher current densities, whenever

the rate of liquid water generation is higher than the rate of water removal from the

system, the fuel cell is referred to as flooded [10]. In this situation, accumulated liq-

uid water blocks reactant pathways to reaction sites (Pt locations) and reduces active

reaction area (ECSA). In summary, flooding reduces fuel-cell performance and reli-

ability, and can induce degradation under unchanged operating conditions. Besides

being at the crossroad of degradation pathways in the membrane, the CL (mainly on

the cathode side) is the principal source of fuel-cell efficiency losses. Hence, a detailed

understanding of CL microstructure is of paramount importance to understand and

eventually to mitigate PEMFC performance and degradation issues.

2.2 Catalyst Layer Microstructure Characteriza-

tion and Reconstruction

Proper characterization of the nano-structure of PEM catalyst layers is a prerequisite

to full understanding of transport phenomena. Experimental characterization of CL

nano-scale structure is challenging because the distribution of the various phases (car-

bon, ionomer, Pt, and void) is difficult to resolve even with new advanced microscopic

techniques. A clear distinction between carbon and ionomer has not yet been made



9

due to the limitations of advanced microscopic facilities [13,14]. Hence, some authors

have reconstructed CL structures to explore transport properties through CLs using

either an idealized CL structured approach [15] or a random approach [13, 14, 16].

The latter approach has mostly been developed based on experimental data obtained

from advanced microscopic facilities in conjunction with stochastic techniques.

Lange et al. [14], for instance, used a stand-alone focused ion beam (FIB) and

a stand-alone scanning electron microscope (SEM) to cut and sequentially image

slices of the interior structure of the CL. Using the stack of carefully post-processed

images, a computational reconstruction of the catalyst layers was performed using

a simulated annealing method. Mukherjee et al. [16] used TEM experimental im-

ages to derive two-point correlation functions to reconstruct a CL structure based

on a coarse-mesh stochastic reconstruction. Kim and Pitsch [17] reconstructed CL

geometry by matching the experimental pore-size distribution obtained by mercury

intrusion porosimetry and the pore-size distribution used in computational CL re-

construction using simulated annealing optimization. Siddique et al. [18] proposed

a reconstruction algorithm that attempted to mimic the experimental procedure of

CL fabrication. Singh et al. [13] computationally reconstructed a CL based on data

obtained from a dual-beam FIB/SEM. The CL structure was optimized using a sim-

ulated annealing technique reinforced by two different cost functions: the first based

on the two-point correlation function derived from FIB/SEM experimental data, and

the second associated with the difference in the number of pore pixels between the

experimental data and the corresponding reconstructed image. Their study showed

that the two-point correlation function corresponded to a statistically better repre-

sentation of the CL structure, with higher fidelity [13]. Furthermore, they pointed

out that the two-point correlation function offered higher computational efficiency

than its counterpart.

Each of these techniques has its pros and cons. Methods based on purely stochastic

reconstruction are computationally efficient, but do not necessarily represent real CL

morphology. Reconstructing 3D CL nanostructure based on experimental data using

advanced microscopy facilities such as FIB/SEM can provide more accurate details

on CL structure, but is expensive.

Determining effective transport properties, e.g., oxygen and water-vapour diffusiv-

ities, throughout the CL depends not only on CL morphology, but also on CL liquid

water distribution. Hence, the dynamics of liquid water in the porous structure

of cathode CLs needs to be investigated further both experimentally and numeri-



10

cally [1, 2, 5, 19–22].

2.3 Experimental Observation of Liquid Water Dy-

namics in Fuel Cells

Liquid water dynamics and transport have a significant impact on the performance

and durability of PEMFC components, especially the cathode catalyst layer (CCL). It

is therefore crucial to understand the physics of liquid water transport through these

fuel-cell components. To visualize the salient features of liquid water dynamics, four

main visualization techniques have been used: direct visualization, nuclear magnetic

resonance imaging (NMRI), beam interrogation, and fluorescence microscopy [7, 23].

Although these imaging techniques can all be applied to PEMFCs, each of them

has its own advantages and disadvantages. The main barrier to observing liquid water

with these imaging techniques is their limited spatial and temporal resolution [7,23].

Furthermore, traditional GDL and bipolar plates in PEMFCs are made of opaque

materials [7, 23]. As a result, in-situ visualization of liquid water distribution and

dynamics is challenging.

Among the visualization techniques mentioned above, direct visualization, e.g.,

using infrared cameras, digital camcorders, and CCD cameras, has been frequently

used to look into the emergence, growth, and transport in channel flow of liquid water

using a transparent cell [7, 23, 24]. However, use of this technique is limited by the

lack of depth perception in available cameras and the highly reflective nature of GDL

materials [7, 23]. Fluorescence microscopy [25, 26] is the second technique used to

explore liquid water dynamics, mostly on the surface of GDLs. As stated in [23, 27],

this method is limited to a depth of a few fibres into the GDL due to its opaque

material.

High-resolution beam interrogation and NMRI devices have been recently adapted

and developed to enable characterization of the liquid water distribution through

the various PEMFC components [7, 23]. Unlike their counterpart techniques, these

techniques can capture the dynamics of liquid water even through opaque materials.

In spite of these improvements, the NMRI technique is mostly used to visualize liquid

water in membrane, land, and flow channels due to the sensitivity and incompatibility

of magnetic signals with carbon materials [7, 23,28].

Beam interrogation techniques, e.g., neutron imaging, X-ray techniques, and elec-



11

tron microscopy, are widely used to investigate liquid water distributions in the

through-plane and in-plane directions of PEMFC porous structures. Among the

beam interrogation techniques, X-ray radiography [29–37] has been recently used

and demonstrated to be able to visualize liquid water dynamics in a cathode catalyst

layer in an operating fuel cell with spatial and temporal resolutions of 0.5 m and 2

sec/frame respectively [32].

Understanding and observing liquid water in porous catalyst media is a challenge

even with new advanced microscopic facilities due to the need for a high-resolution

microscope that can resolve liquid water transport in the nano-pores of porous media.

Deevanhxay et.al [32] resolved for the first time the presence and accumulation of liq-

uid water inside a cathode catalyst layer. They conducted an experiment that used

soft X-ray radiography in conjunction with electrochemical impedance spectroscopy

to demonstrate the variability of liquid-water accumulation in the CCL. They elu-

cidated the presence of higher liquid-water saturation on the CL/GDL side than on

the CL/MEM side. They also pointed out that with increasing current density and

over time, more liquid water was resolved in the cathode CL, especially under the rib

portions.

In spite of recent progress in observing liquid water in CCLs, much more effort

is necessary to understand the dynamics of liquid water numerically using two-phase

flow models because imaging techniques with their limited resolutions still cannot

capture and resolve water transport through CCL nano-structures.

2.4 Theoretical Methods for Two Phase Flow in

Porous Media

A wide variety of practical applications involve multi-phase flow transport, heat trans-

fer, and multi-component mass transfer in porous media. These include thermally

enhanced oil recovery, capillary-assisted thermal technology, and water intrusion

through packed beds, as well as transport in PEM fuel-cell electrodes. A combination

of viscous, thermal, and interfacial forces governs the transport and distribution of

water in PEM porous electrodes. Understanding and modelling of water movement

and distribution and the conditions that lead to specific regimes can inform improved

design for fuel-cell performance. Various models have been developed and proposed

to analyze two-phase flow in porous media.
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One of the first methods proposed to investigate two-phase flow in PEM fuel cells

was based on the unsaturated flow theory (UFT) [21]. In this method, a constant

pressure of the gas phase is assumed, and consequently the pressure gradient of the

liquid phase is equal to the negative of the capillary pressure. An expression of

Darcys law for liquid phase flux was obtained and combined with the liquid continuity

equation to yield the velocity and saturation of liquid water.

The multi-phase mixture model is another method developed to model two-phase

flow, which unlike the UFT method, does not need to assume constant gas pressure.

This method is based on a reformulation of the classical two-phase model equations

into a single equation. The interfacial tension effect and wettability potential are fully

accounted for in this method [38,39]. Assuming a mixture velocity and density for the

gas and liquid phases, the liquid saturation was obtained according to a non-linear

first-order equation. Using the liquid saturation, the individual velocities and densi-

ties of the gas and liquid phases and their corresponding pressures were computed.

This model is suitable for modelling two-phase flows in cases of high capillary num-

bers and when gas pressure is the dominant force on the liquid [40]. Another method

that has been used to simulate two-phase flow in PEM fuel-cell porous electrodes is

the multi-fluid model [41]. In this method, unlike the mixture model and UFT, two

separate sets of equations were used to capture the hydrodynamic behaviour of liquid

and gas fluids, and their field equations were linked using the relative permeabilities

of the fluids. One of the advantages of this method compared to the mixture model

is that it can be used to simulate high-saturation cases [40].

All these models are macroscopic models and solve two-phase flow using a repre-

sentative elementary volume (REV) characterized by effective properties but without

resolution of the pore structure. The determination of the effective properties for

REV modelling becomes challenging when the porous media have a complex three-

dimensional heterogeneous and disordered geometry and when the scales approach

the molecular mean free path. Numerically tracking phase interfaces and calculating

surface tension forces become computationally expensive, and theoretical inconsisten-

cies may exist in some studies [42]. Therefore, it is desirable to develop a pore-scale

model to study two-phase flows that can resolve fundamental pore-level phenomena.

Among pore-scale models for fuel-cell porous structures, the volume of fluid (VOF)

model, the pore network model (PNM), and the lattice Boltzmann method (LBM) are

widely used. The PNM uses an idealized and simplified porous structure containing a

network of interconnected spherical pores and throats [6,43–46]. In this idealized pore-
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scale model, simplified hydrodynamics equations are solved to simulate two-phase

flow. Therefore, pore network simulations mostly rely on a simplified morphology and

topology of a heterogeneous porous medium. As a result, the idealized PNM usually

cannot accurately represent an actual and realistic porous geometry and account for

two-phase transport through porous structures. The VOF model is another two-phase

model that is extensively applied to the gas channel to predict water transport in

PEMFCs [47,48]. In this method, the Navier-Stokes equations and a volume fraction

function are solved to determine the dynamics of each phase and of the interface.

The interface is reconstructed in each time step based on the volume fraction in

such a way that a time-consuming computational re-initialization algorithm is a pre-

requisite for this method. Due to this drawback, this method is less widely used

in 3D simulations of heterogeneous porous geometries [49–51]. The LBM is another

two-phase method that is a sophisticated and robust tool for simulating multi-phase

flow in porous media. This method can provide more realistic and efficient pore-scale

dynamic simulations of water transport in porous geometries, as will be discussed in

more detail in the following sections.

2.5 Multi-Phase Lattice Boltzmann Method

The LBM originated from lattice gas cellular automata (LGCA) [52]. In LGCA, the

fluid is modelled by discrete particles moving on predefined trajectories at constant

velocities. Particles collide in accordance with predefined collision rules and trajec-

tories. Due to the discrete nature of the colliding particles, this method is prone to

substantial local fluctuations. This drawback of LGCA models has been resolved by

LBM, which involve a density distribution function instead of single particles at each

lattice site [53]. Due to its kinetic origin, the LBM provides some distinctive features,

including ease of programming, an intrinsic parallelism algorithm, and manipulation

of complex boundaries and multi-phase multi-component flows. These characteris-

tics make LBM very effective in dealing with complex boundary conditions [54] and

multi-phase, multi-component problems [54–60].

Four main LBM models have been proposed to investigate multi-phase flow through

porous media: the colour-fluid model developed by Gunstensen et al. [55], the interparticle-

potential model proposed by Shan and Chen [56], the free-energy model developed

by Swift et al. [57], and the mean-field theory model provided by He et al. [58].

The colour-fluid model (blue and red colours) is based on the two-phase immiscible
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lattice-gas model proposed by Rothman and Keller [59], which has been modified by

Grunau et al. [60] to account for density and viscosity variations. This model is based

on red and blue particle distribution functions representing two different fluids. To

model surface tension, a perturbation step is added to the original collision operator.

To simulate a sharp interface and implement phase separation, a segregation operator

is added to enforce movement of fluid particles to their own colour region [61]. To

perform the segregation step, the particles must be redistributed by means of a very

inefficient algorithm that causes anisotropic surface tension and non-physical vortices

near the interface [62, 63]. Several studies have been carried out to address and

resolve these drawbacks. Recently, Reis and Philips [61] modified the original colour-

fluid model by introducing a two-phase flow operator to recover the single-phase NS

equations and proposed a surface tension term. Lishchuk et al. [62] used a new

continuum surface force to model surface tension directly at the interface. They

noted a significant decrease in spurious velocities at the interface, leading to improved

isotropy at the interface. Latva Kokko and Rothman [63] proposed a new segregation

model called a diffusion scheme that overcomes the lattice pinning problem that

occurs with the original proposed colour fluid model and creates a symmetric particle

distribution around the interface.

The interparticle-potential model proposed by Shan and Chen [56] is based on the

concept of nearest-neighbor interactions which consider the microscopic interaction

forces between particles. To model interaction between the fluids, a collision oper-

ator considering interactive forces between particles was added to original collision

operator to take into account surface-tension forces and account for phase separa-

tion. The original Shan and Chen model compared to color fluid model is capable

of handling multiphase flow with isotropic surface tension. But it should be noted

that the collision operator in the Shan and Chan model does not satisfy local mo-

mentum conservation compared to the color-fluid model which conserves momentum

locally. However, the momentum is globally conserved when boundary effects are ex-

cluded [64,65]. Separation scheme in this model is automatic which makes a positive

contribution to this model, but leads to generate a thicker interface compared to that

one captured by the color fluid model which make it difficult to distinguish exact

location of interface by this model [64,65].

The free-energy model proposed by Swift et al. [57] introduced a free-energy func-

tion to consider interface and surface tension effects in a thermodynamically consistent

manner. Unlike the two previous models, this model considered the total density and
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the density difference of the fluids as simulation parameters instead of the density of

each phase. The total density parameter recovers the velocity field, and the density

difference parameter tracks the interfaces between the phases. The lack of Galilean

invariance in this model was resolved in work described in [66, 67]. This approach

is best suited to generating a consistent model of the equilibrium distribution based

on thermodynamic concepts [67–69]. Consequently, conservation of total energy, in-

cluding surface energy, kinetic energy, and internal energy, is precisely satisfied [68].

This model is well adapted to model multi-phase flow with high density ratios and

different viscosity ratios. Recently, Niu et al. [66], Zheng et al. [69], and Inamuro et

al. [67] proposed two new free-energy models that could simulate multi-phase flows

with high density ratios (up to 1000). Niu et al. [66] and Zheng et al [69] used two sets

of distribution functions to recover the Navier-Stokes equation and the Cahn-Hilliard

equation, which tracks the evolution of the interface. Inamuro et al. [67] introduced

two new sets of distribution functions to recover these equations and included a

pressure correction to enforce continuity in each iteration. Several deficiencies of free-

energy models [67] have been reported [66,69]. The pressure projection method used

by Inamuro et al. [67] increases computing cost significantly, and this method may

also produce non-physical results in some test cases [69].

One other multi-phase LB method worth noting is the mean-field theory model

proposed by He et al. [58], which gives acceptable results in the nearly incompressible

limit for non-ideal gases. In this model, two sets of distribution functions are used,

one to simulate the pressure, and a second index function that tracks the interface

between the two fluids. However, this model cannot completely recover the Cahn-

Hilliard equation, which tracks the evolution of the interface [58].

Each of these models has been used to simulate two-phase flow problems in differ-

ent geometries, especially in complex geometries such as porous media. For instance,

Pan et al [65] simulated two-phase flow in a reconstructed packed-sphere bed using

an LBM approach. Good agreement was achieved between the measured capillary

pressure-saturation relation and the LBM simulations. In addition, some studies us-

ing LBM to study PEM-FC transport phenomena in the GDL have also been carried

out. Hao and Cheng [70] investigated the effects of different wettability potentials of

the fibre structure of a reconstructed 3D carbon-paper GDL on relative permeability.

In their research, good agreement between LBM results and the power-law correlation

between relative permeability and saturation was achieved. Sinha et al. [43] simulated

liquid water drainage and water distribution in a reconstructed non-woven GDL mi-
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crostructure using a two-phase LBM model. Hao and Cheng [71] looked at the effect

of wettability on water transport in the GDL by simulating water invasion into a fully

saturated GDL using the multi-phase free-energy lattice Boltzmann method. Their

results showed that wettability plays a significant role in water saturation distribu-

tion. With the same capillary numbers, they investigated two datasets in a porous

medium with highly hydrophobic and neutral porous media. They pointed out that

for hydrophobic surfaces in porous media, water transport behaves like a capillary

fingering regime. They also stressed that for neutral-wettability solid-structured sam-

ples, water transport moves as a stable displacement. Hao and Cheng [72] compared

the capillary pressure results in a carbon-paper gas diffusion layer having hydrophilic

and hydrophobic pores by both LBM and experimental measurement. Their results

expressed that pore-scale simulated drainage and capillary imbibition pressures were

in good agreement with obtained experimental data. Gao et al. [73] stated that as

the pressure gradient imposed on water invading a reconstructed GDL increases, the

water distribution in the hydrophobic GDL shows a channeled pattern, but in the

case of a hydrophilic GDL, a piston-flow pattern was obtained.

None of the above studies have considered water transport in the GDL for high

density and viscosity ratios. Niu et al. [66] are amongst the few who have tackled

this problem and investigated water transport through a reconstructed GDL using a

high-density-ratio, multi-phase, multi-relaxation-time free-energy lattice Boltzmann

method. They examined the effects of various parameters, including pressure gradi-

ent, wettability, and viscosity ratio, on the relative permeabilities of water and air

in a reconstructed GDL. Moriyama and Inamuro [74] studied the effect of different

GDL wettabilities in conjunction with gas channel flow on water distribution using a

high-density-ratio, free-energy LBM method. They concluded that for a hydrophilic

structure, water penetrates through small pores, whereas for a hydrophobic one, wa-

ter moves through bigger pores. Some studies have also investigated experimentally

the issue of water transport through a GDL. Lister et al. [26] used fluorescence mi-

croscopy to observe water transport through a GDL. They found water transport in

the GDL structure was mostly dominated by the capillary fingering pattern rather

than the converging capillary-tree water-transport mechanism proposed by Nam and

Kaviany [75]. Although many efforts have been made to elucidate water transport and

its consequences in PEM fuel-cell components, water transport through the catalyst

layers has been less thoroughly studied. Only a few studies have been done on this

issue, and none of them has considered high density and viscosity ratios. Mukher-



17

jee et al. [76] studied the effect of different capillary forces on water patterns in a

reconstructed catalyst layer using a lattice Boltzmann method. A capillary fingering

pattern was observed in the catalyst layer under the normal operating conditions of a

PEM fuel cell. Furthermore, they stated that when capillary pressure was increased

in the catalyst layer, the water pattern transited from capillary fingering to a stable

displacement pattern. Like other researchers on the GDL, they did not consider the

effect of high density ratio. Moreover, they did not report the impact of different

viscosity ratios, surface tension, or CL material contact angles on water transport.

Meanwhile, an optimized value for the contact angle of the catalyst layers under dif-

ferent operating conditions remains to be determined. To the best of the authors

knowledge, no study has reported an optimized wettability value of catalyst layer

materials. High-density-ratio MRT-LBM has not yet been used to investigate water

transport and patterns in a reconstructed catalyst layer.

In this thesis, MRT-LBM is used based on the method developed by Niu et al. [66].

The basic principle of this method [77] is the mean-field diffusive interface theory,

which has been shown capable of simulating multi-phase flows with high density and

viscosity ratios. The present MRT-LBM provides viscosity-independent permeability

predictions, which is a very important physical consistency attribute in simulating

multi-phase flows. Niu et al. [66] stated that in their model, the surface tension and

the wetting boundary conditions do not need to be obtained implicitly, but can be

computed explicitly and compared to the model proposed in [78], which requires an

implicit treatment of interface tension. Details of the method are provided in Chapter

4.

2.6 Impact of Liquid Water on Transport Proper-

ties

Due to the nano-scale nature of the cathode CL pore structures as well as the complex

reactive processes involved in the cathode electrode, direct experimental observation

of the underlying phenomena and capture of transport dynamics are not possible

even with new advanced microscopic facilities. It is therefore desirable to develop

a numerical method that can investigate transport phenomena in the nano-porous

structure of cathode CLs.

In this study, a coupling of two numerical methods, namely a two-phase lattice



18

Boltzmann method (LBM) and a finite volume-based pore-scale model (FV-PSM),

is used to elucidate the dynamics of liquid water and its impact on the transport of

reactant species in a three-dimensional numerically reconstructed CL.

Determining changes in effective transport parameters after long hours of oper-

ation is still not well understood. Numerous mathematical models have been used

to explore transport properties through CLs. Some of these studies have considered

the CL as a macro-homogeneous medium and investigated its transport parameters.

The thin-film, discrete-volume, and agglomerate models have been widely used to

describe transport properties through CLs. Among these methods, the agglomerate

model has been shown to be the most accurate [79]. However, this method cannot

rigorously represent effective transport values in the porous CL because it uses em-

pirical relationships linking bulk properties to the effective properties of the porous

CL [80]. A more rigorous solution with higher fidelity in determining the transport

properties from the CL nano-structure requires resolving the microscale transport by

solving the appropriate governing transport equations over the 3D nano-pore struc-

ture of a reconstructed CL, and thereafter computing effective transport properties

by averaging over the representative elementary volume (REV).

Due to the complexity of the cathode CL nano-porous structure, a sophisticated

pore-scale model (PSM) in conjunction with a robust reconstructed CL consolidated

with experimental data obtained by FIB/SEM can be effective in resolving CL micro-

structures and elucidating transport parameters.

Lange et al. [81, 82] used an FV-PSM to discretize and solve diffusive transport

and reaction kinetic fluxes of different species and charges over a 3D reconstructed

CL. The effective oxygen and water-vapour diffusivities and the proton and electron

conductivities were computed and showed that Knudsen diffusion plays an important

role in limiting oxygen transport through CLs, as the pores in CLs have dimensions

in the range of 10-100 nanometers and the corresponding Knudsen number is of

order unity. They noted that proper estimation of Knudsen diffusion in arbitrarily

shaped pores is critical and emphasized that using the Derjaguin correction yields

computational results that are much closer to experimental data. Mukherjee et al. [16]

used direct numerical simulation (DNS) to solve for transport properties considering

the effect of Knudsen diffusion. They emphasized that a stochastic reconstruction

method based on TEM images along with the DNS model could be an effective

way to explore transport properties in the cathode CL. Kim and Pitch [16] used

a higher-order lattice Boltzmann method to evaluate the effective diffusivity of a
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reconstructed CL. Their results highlighted the strong effects of Knudsen diffusion on

reactant gas transport, especially at near-atmospheric pressures [17]. Randhir et al.

[13] used an FV-PSM to determine the effective transport values of oxygen and water-

vapour diffusivities, proton and electron conductivities, and thermal conductivity.

The obtained effective properties were shown to agree reasonably well with measured

experimental data reported in the literature.

None of the studies described above has taken into account the effect of liquid

water on effective transport properties. Water management is a critical issue in terms

of PEM fuel-cell performance and durability, especially for the cathode CL. Several

pore-scale and meso-scale approaches have been used to model two-phase flow through

the 3D micro-structure of PEM fuel-cell components. The lattice Boltzmann method

(LBM), the pore network model, and the volume of fluid (VOF) model are three

methods that are extensively used to investigate water transport through PEM fuel-

cell porous structures, especially in the gas diffusion layers. Among these methods,

the LBM has been shown to be a novel, reliable, and robust approach to model multi-

component, multi-phase flows through porous media. This method has been applied

to several complex problems to address the dynamics of liquid water [53,54,66,71,73,

76, 83]. This method has been used mostly to simulate water transport through the

gas diffusion layer of PEM fuel cells [54, 66, 71, 73, 83], but fewer studies have looked

at the influence of liquid water in the cathode CL [76]. Among LBM multi-phase

models, the free-energy model is the most widely used to explore water transport

through PEM fuel-cell porous structures. This model is well known to be capable of

accounting for the thermodynamics of a multi-phase system [57, 64, 66, 67, 69, 84, 85].

Furthermore, the free-energy model is also well adapted to model multi-phase flow

problems with high density ratios and various viscosity ratios. Niu et. al. [66], Zheng

et al. [69], and Inamuro et al. [67] introduced a free-energy model to study multi-phase

flow problems with high density ratios (up to 1000). The work of Niu et. al. [66],

which was applied to a reconstructed GDL, is taken into consideration in this study.

One of the key objectives of this thesis is to account for the impact of liquid

water on the effective transport properties of the CL. A decrease in the diffusion of

reactants to the reaction sites in the cathode CL is widely associated with blockage of

air pathways with water. A model is therefore needed that can simultaneously capture

water transport dynamics and simulate the underlying phenomena, such as bulk and

Knudsen diffusivities, in the 3D CL nano-structure. Hutzenlaub et al. [86] studied

the impact of liquid water on effective oxygen diffusivity through a 3D reconstructed
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cathode CL obtained using a FIB/SEM. They used a method based on a 3D pore-

size distribution to fill pores with water from smaller to bigger pores and vice versa,

accounting for both hydrophilic and hydrophobic CL scenarios. They also compared

the effective oxygen diffusivity considering the Knudsen effect through the cathode CL

for both cases. However, in their study, they did not take into account water transport

dynamics and the impact of capillary pressure in different pores. Furthermore, their

reconstructed CL geometry did not include the different cathode CL phases, including

carbon, ionomer, and pore phases. Hence, their study did not address the effects of

the different hydrophobicities of each phase.

This work addresses the issue of liquid water impact on transport properties con-

sidering the dynamics of liquid water as well as the actual CL morphology, including

carbon, ionomer, water, and pore phases. To the best of the authors knowledge,

a similar study has not yet been performed. A coupled FV-PSM and a two-phase

free-energy LBM were used to investigate the role of liquid water in determining the

transport parameters. Details of the coupling method are provided in Chapter 4.
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Chapter 3

Reconstruction of the Physical CL

Model

3.1 FIB/SEM Reconstructed CL

3.1.1 CL Preparation and Image Acquisition

A schematic of a CL microstructure based on the agglomerate model is shown in Fig.

3.1. The CL was ink-printed on a standard aluminum stub for the SEM. A small

edge portion of the CL, to be milled using a focused ion beam (FIB), was removed

using a sharp knife. An area of interest away from the edge of the specimen was

cut and imaged at 52◦ to the surface normal using a field-emission SEM and FIB.

A schematic of the experimental imaging set-up is shown in Fig. 3.2. A contiguous

series of 75 slices, 20 nm apart were sliced and imaged at 50,000X magnification,

generating a final 3D domain of size 1814.75 × 1398.25 × 1500 nm3 shown in Fig.

3.4. The experimental reconstructed sample had a per-pixel resolution of 5.95 nm in

the x-y plane (i.e., the SEM-imaging plane) and 20 nm in the z-direction (z is the

thickness direction at each milling stage).

3.1.2 Image Processing

The SEM images were processed in FIJI (http://fiji.sc/), an open source image

processing software. The steps involved in image processing leading to the generation

of a binary (solid-void) 3D model are depicted in Fig. 3.4. Various image-processing

filters such as median and intensity normalization were used, as illustrated in Fig.
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3.3. The local pore-size distribution for the experimental data based on FIB and SEM

data was calculated by fitting a sphere of maximum diameter to each void voxel that

did not intersect the solid region. This was achieved using a local thickness filter in

the FIJI software. Reconstruction of the physical CL model (Fig. 3.3) shows the main

sequence of operations to generate the thresholded images. The following procedures

were carried out to find the porosity and pore-size distribution that characterized the

catalyst layer sample [87]:

1. Removing Vertical Stripes due to Beam Effects

• Because the sample was exposed to the beam without depositing a pro-

tective layer, some of the images exhibited a vertical strip. The bandpass

filtering function of ImageJ was used to remove the strips, following which

the images were registered.

2. Registration

• The alignment of successive images is called registration. The registration

problem for the present dataset consists of two parts. The systematic dis-

placement is due to the geometric configuration of the sample, in which

the SEM images were taken at an angle of 52◦ to the FIB milling direction.

The images were stretched by a factor of 1.27 corresponding to the acqui-

sition angle of 52◦. Moreover, in the acquisition process there is a random

shift between successive images due to small variations in the operating

conditions such as fluctuations in the FIB-SEM electron optics. The sec-

ond part of the registration was implemented with an ImageJ plug-in called

StackReg. In this module, registration was performed using the Transla-

tion option. The next step was selecting the region of interest; for this

purpose, the largest contiguous area of interest that percolated through all

slices was cropped.

3. Segmentation

• In this step, the cropped images were divided into porous and solid com-

ponents. First, image intensities were normalized to correct for intensity

variations in some parts of the images due to edge effects, acquisition

angle, and sub-surface effects. Intensity variation was handled by two

plug-in modules in ImageJ. First, a local normalization plug-in was used
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to reduce the effect of non-uniform illumination in each image. Next, the

stack normalize plug-in was implemented to tune brightness and contrast

in all images in the stack. After normalizing the images, the images were

segmented using the ImageJ software.

3.1.3 3D Reconstruction and Pore-Size Distribution

As explained in the preceding sub-section, a PEMFC catalyst layer sample was charac-

terized using advanced microscopic facilities (dual-beam at Simon Fraser University).

The acquired data were analyzed using the ImageJ/Fiji open-source software envi-

ronment in addition to MATLAB functionalities. Afterwards, a three-dimensional

sample of a cathode catalyst layer, as shown in Fig. 3.4 was reconstructed based

on experimental data in which the solid and pore structures of the cathode were

resolved. Finally, the porosity and pore-size distribution of the structure were cal-

culated to implement numerical simulations, especially for calculation of Knudsen

diffusion and investigation of effective transport properties. The computed porosity

was 34% for the reconstructed geometry. The pore-size distribution shown in Fig.

3.5, calculated from the experimental FIB/SEM data, showed a peak at about 50

nm. The local thickness function in the Fiji open-source software was used to extract

the pore-size distribution.

Figure 3.1: Schematic of a CL microstructure based on the agglomeration model
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Figure 3.2: Schematic of the experimental imaging set up on Dual Beam FIB-SEM.
The SEM image was taken with the electron beam inclined at 52◦ degrees to the ion
beam

Figure 3.3: Image-processing procedure explained using a single slice at various pro-
cessing stages: (a) original 8-bit gray-scale image, (b) stretched in the y-direction, (c)
aligned, (d) area of interest cropped, (e) normalization applied, and (f) thresholded.
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Figure 3.4: 3-D view of the reconstructed domain with domain Size: 1400nm ×
1814nm× 1500nm (Red area=pore; Blue area=solid)

Figure 3.5: Pore-size distribution in CL, based on experimental FIB /SEM data
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3.2 Stochastically Reconstructed CL

Figure 3.6 presents a flowchart of the hybrid methodology developed to reconstruct

catalyst layer samples with a pores scale resolution, and the strategy used to investi-

gate the effect of liquid water on the CL effective transport parameters.

A 3D stack of images of a CL structure was acquired from a dual-beam FIB/SEM.

The CL preparation and data acquisition procedures were discussed in the preced-

ing section. The image processing procedure was incorporated using the FIJI open-

source image-processing software environment. Several built-in filters were applied

to the images to obtain thresholded images representing solid and porous structures.

Details of the image-processing procedure can be found in the preceding section.

3D stochastic reconstruction of CL using FIB/SEM images

Random distribution of liquid water through the CL domain

Implementation of two-phase lattice Boltzmann model

Investigation of equilibrium liquid water distribution

Solving coupled transport PDE equations using FV-PSM

Determination of transport parameter coefficients

Figure 3.6: Flow chart outlining the methodology used in the present study

The resolved thresholded images are used to stochastically reconstruct a CL that

consists of four phases: ionomer, carbon-black spheres, pores, and Pt particles. In
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the reconstruction procedure, the Pt particles were assumed to be a non-volumetric

phase located at the carbon-ionomer interfaces. To reconstruct the 3D nano-structure

of the CL sample, we follow the simulated annealing technique described in Singh et

al. [13] and in which two different cost functions were used. A cost function is a

quantitative measure of the difference between the initial and target structures. One

such frequently used cost function is the two-point-correlation function; lower-order

statistical correlation functions indicate a mismatch between the targeted structure

and the initial CL structure. The two cost functions used in [13] were: (1) the differ-

ence in pore pixels between the FIB/SEM experimental image and the corresponding

numerically reconstructed image, and (2) the sum of squares of the differences in the

two-point correlation function.

It has been shown that the latter cost function results in a statistically better,

higher-fidelity representation of the CL [13]. Furthermore, the cost function according

to the two-point correlation function has been demonstrated to be computationally

more efficient than its counterpart. Hence, in this study, the two-point-correlation

function, which is the more rigorous cost function, was used to generate the 3D CL

nano-structure. The CL structure was optimized in each computational time step

using simulated annealing.

The 3D numerically reconstructed CL included a 305×235×252 grid with an

isotropic resolution of 5.95 nm. Singh et al. [13] carried out several parametric stud-

ies using a FV-PSM to determine transport parameter coefficients through the re-

constructed CL, but they ignored the impact of liquid water on these coefficients.

In the present study, to investigate the impact of liquid water on transport prop-

erties, a coupling method consisting of a finite-volume pore-scale model (FV-PSM)

and a two-phase free-energy LBM was used. The dynamics of liquid water through

the reconstructed CL were solved for using a robust two-phase lattice Boltzmann

technique.

The nano-structure of the reconstructed CL was made up of different materials

with different degrees of hydrophobicity and hydrophilicity. Therefore, it is desirable

to develop a method that can capture water dynamics, water preferential sites, and

percolation pathways. The sophisticated mesoscopic LBM evolves the distribution of

different fluid phases from an initial distribution towards an equilibrium distribution.

The equilibrium distribution can ultimately be assumed to represent the preferred

locations that water tends to occupy in the CL nano-structure. In this work, to obtain

preferential water sites, the simulations were initiated by randomly distributing liquid
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water through the 3D nano-structure of the reconstructed CL using a MATLAB

random number generator. The two-phase LBM was then used to rearrange the

water distribution towards the equilibrium state. In the next stage, the liquid water

equilibrium was taken into account as a stationary heat-conducting, non-electric and

non-proton conductive phase in conjunction with the other solid and gas phases of

the CL. Finally, pore-scale simulations using a finite-volume method (FVM) were

conducted to predict mass, charge, and heat transport through the CL, accounting

for the presence of liquid water.

Figure 3.7 (a, b, and c) illustrate the numerical steps in acquiring a reconstructed

CL for a single slide of an obtained experimental FIB/SEM image. The initial distri-

bution of liquid water throughout the slide image is shown in Figure 3.7d.
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(a) (b)

(c) (d)

Figure 3.7: Steps to reconstruct the CL and to obtain the initial phase of liquid water
distribution: a) cropped area of interest from FIB/SEM showing solid phase (light
gray) and open pores (dark gray); b) binary image obtained after image processing
and thresholding with solid phase (black) and pores (white); c) reconstructed with
carbon particles (green), ionomer (yellow) and pores (blue); and d) computed liquid
water distribution (red) in the CL.
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Chapter 4

Methodology

4.1 Boltzmann Equation

The lattice Boltzmann method (LBM) is a discretized form of the Boltzmann equation

expressed in Eq. (4.1), which is based on the kinetic theory of gases [88–91]:

Df(r, v, t)

Dt
= Qf (f) (4.1)

where Qf (f) and f are the collision operator and the density distribution function

respectively. The density distribution function f is a function of seven parameters

(three spatial parameters x, y, and z ; three velocity components corresponding to

each of the spatial directions vx, vy, and vz; and time t). Therefore, the material

derivative of the density distribution can be described as:

Df

Dt
=
∂f

∂t
+
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
+
∂f

∂z

dz

dt
+
∂f

∂vx

dvx
dt

+
∂f

∂vy

dvy
dt

+
∂f

∂vz

dvz
dt

(4.2)

Or

Df

Dt
=
∂f

∂t
+ vx

∂f

∂x
+ vy

∂f

∂y
+ vz

∂f

∂z
+ ax

∂f

∂vx
+ ay

∂f

∂vy
+ az

∂f

∂vz
(4.3)

where vx, vy, and vz are local velocity components and ax, ay, and az are local

acceleration components. Substitution Eq. (4.3) into Eq. (4.1) gives rise to the

following partial differential form of the Boltzmann equation [88–91]:
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∂f

∂t
+ (v · ∇)f = Qf (f) + Fext (4.4)

Fext = −F
m
· ∇vf (4.5)

where F is body force. The density distribution function f in the above mentioned

equations is a combination of equilibrium and non-equilibrium density distribution

functions and can be written as [88–91]:

f = f eq + fneq (4.6)

where f eq and fneq are equilibrium and non-equilibrium distribution functions. The

non-equilibrium part of distribution function fneq can be described as small pertur-

bation from equilibrium state. The non-equilibrium distribution function is approxi-

mated by the first level of Chapman Enskog expansion of the distribution function.The

equilibrium distribution function f eq is defined based on the Maxwell-Boltzmann

equation described in Eq. (4.7). The function depends on the macroscopic properties

of the fluid flow such as density, velocity, and temperature [88–91].

f eq =
ρ

(2πRT )
D
2

e[− (v−V )(v−V )
2RT

] (4.7)

where ρ , T , and R are density, temperature, and gas constant. In the above equation,

D is equal to 3 which corresponds to the degrees of freedom in a monoatomic gas.

According to the conservation of mass and momentum, the density and momentum

are collision invariant. In the BGK formulation a simple collision operator models the

collision as a relaxation of the density distribution function toward the Maxwellian

equilibrium distribution function. Therefore, the equilibrium density distribution

function should have mass and momentum related moments in common with the

density distribution function as [88–91]:

ρ =

∫
f(r, v, t)dv =

∫
f eq(r, v, t)dv (4.8)

ρV =

∫
f(r, v, t)vdv =

∫
f eq(r, v, t)vdv (4.9)

The collision term in Eq. (4.4) can be described using the BGK approximation

[88–91]:
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Qf (f) = −f − f
eq

τν
(4.10)

where τν is the relaxation time of the density distribution function towards the equi-

librium density distribution function. From Eq. 4.6 with the assumption of Kn �
1, one can rewrite this equation to clarify the role of non-equilibrium distribution

function as:

Qf (f) = −f
neq

τν
(4.11)

Substitution of Eq. (4.10) into Eq. (4.4) gives:

∂f

∂t
+ (v.∇)f = −f − f

eq

τν
+ Fext (4.12)

Eq. (4.12) is the BGK kinetic model. This equation relates the microscopic

properties of a fluid flow system to its macroscopic properties. From Eq. (4.12), the

conservation laws (mass, momentum, and energy) can be recovered [88–91].

4.2 Lattice Boltzmann Equation

The discretization of the Boltzmann equation Eq. (4.12) gives rise to the single-phase

lattice Boltzmann equation expressed in Eq. (4.13) [88–91]:

fi(r + eiδt, t+ δt) = fi(r, t) +Qf (f) i = 0, 1, 2, .....,m (4.13)

where m determines the standard number of system directions in the framework of

LBM (m=8 for 2D and m=18 for 3D) and ei is the velocity of each density distribution

in each direction. It should be noted that although the Boltzmann equation (Eq.

(4.1)) desribes interactions in gas flows, the general form of the Boltzmann Eq. (4.14)

multi-body collision operators making it applicable to dense fluids by using, e.g., the

multiple-relaxation scheme describe later. Substituting the BGK collision term into

the above equation results in the standard form of the LBM equation [88–91]:

fi(r + eiδt, t+ δt) = fi(r, t)−
fi(r, t)− f eqi (r, t)

τν
+ F (4.14)

The macroscopic properties can be obtained according to the following relations

[88–91]:
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ρ =
∑
i

fi (4.15)

ρu =
∑
i

fiei (4.16)

A 3D network of LBM (D3Q9) is shown in 4.1.

Figure 4.1: 3D network of LBM

The Taylor series expansion of Eq. (4.7) results in the equilibrium density distri-

bution in the framework of LBM defined by Eq. (4.14) [88–91]:

f eqi =
4

9
ρ[1− 3

2

u2

2c2
] i = 0

f eqi =
1

9
[1 + 3

ei.u

c2
+

9

2

(ei.u)2

c4
− 3

2

u2

c2
] i = 1, 3, 5, 7

f eqi =
1

36
[1 + 3

ei.u

c2
+

9

2

(ei.u)2

c4
− 3

2

u2

c2
] i = 2, 4, 6, 8

(4.17)

where c is the velocity of lattice space which is equal to unity for a unity lattice space
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and a unity time space.The lattice Boltzmann method consists of two main parts:

collision and streaming. The two terms on the right-hand side of Eq. (4.14) represent

the process that simulates the collision of particles in the system. The term on the

left-hand side of Eq. (4.14) corresponds to the streaming process that captures the

propagation of particles to their neighbourhood after colliding.

4.3 Boundary Conditions

For fluid flow problems, Eq. (4.14) should be solved in addition to the appropriate

boundary conditions specific to the problem. Two of the best-known and most fre-

quently used boundary conditions in LBM simulations are bounce-back and periodic

boundary conditions.

4.3.1 Periodic Boundary Condition

The periodic boundary condition is the simplest form of boundary condition in com-

putational fluid dynamics. In the lattice Boltzmann method, this boundary condi-

tion can be implemented using density distribution functions rather than macroscopic

properties such as velocity and pressure. The concept of periodic boundary condi-

tion in the LBM is that distribution functions that enter/leave by one boundary

leave/enter from the opposite boundary in the same direction. A schematic of this

periodic boundary condition is shown in Fig. 4.2.
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Figure 4.2: Schematic of periodic boundary condition

4.3.2 Bounce-Back Boundary Condition

The bounce-back boundary condition in the LBM is a descriptor of no-slip boundary

conditions in computational fluid dynamics. This boundary condition enforces zero

fluid velocity aat solid walls and applies to continum flow (Kn << 1) conditions. In

the LBM framework, the interaction between the fluid and solid phases is dealt with

using the bounce-back boundary condition. In the bounce-back technique shown in

Fig. 4.3, distribution functions that are travelling from fluid nodes toward the wall or

from solid nodes, after hitting the wall, are reflected back 180 degrees towards fluid

nodes.
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Figure 4.3: Schematic of bounce-back boundary condition

4.4 MRT-LBM

In this section, the methodology of two-phase free-energy LB is presented. To capture

the total energy of a three-phase system including two fluids (gas and water) and a

solid phase, a free-energy functional which provides the principal information about

the thermodynamic properties of the three-phase system is used [66]:

F =

∫
dV (ψ +

k

2
|∆φ|2) +

∫
dSψs (4.18)

The first term in the first integral on the right-hand side of Eq. (4.18) describes the

standard Ginzburg-Landau expression defined in Eq. (4.19), and the second term

reflects intermolecular interactions, which can be assumed to be repulsive forces at

the interface of two fluids [66]. The total surface energy density between fluid and

solid phases is taken into account by the term in the second integral given in Eq.

(4.20) [92,93]:

ψ = A(φ2 − 1)2 (4.19)

ψs = −γφs (4.20)

where the order parameter φ is a variable that distinguishes the two fluid phases in

terms of the density difference and is calculated based on Eq. (4.28). The double-

well free energy-density shown in Eq. (4.19) has two equilibrium minimum order
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parameters φ = ±1 which correspond to high- and low-density fields in the bulk of

the two fluids. Parameters k and A used in Eqs. (4.18) and (4.19) can explicitly be

determined from the surface tension and interface width respectively as [66]:

σ = 4

√
2kA

3
(4.21)

ξ =

√
2k

A
(4.22)

In Eq. (4.20), γ is a parameter controlling the wetting potential, which can be

derived according to the wetting property of a solid surfaces characterized by a static

contact angle, shown in Eq. (4.23) [66] .

γ = 2sign(
π

2
− θ)

√
cos

β

3
(1− cosβ

3
)
√

2Ak (4.23)

where θ is static contact angle and β = arccos(sin2 θ). Having obtained the wetting

potential, the following boundary condition can be implemented on solid surfaces [66]:

(
∂φ

∂n
)s = n.∆φ = −γ

k
(4.24)

where n is a vector normal to solid surfaces. To simulate the dynamics of two-

phase flow in the framework of a multi-relaxation-time lattice Boltzmann (MRT-

LBM) method, two sets of density distribution functions are used to describe the

macroscopic properties of each species and to distinguish the location of each phase

and track the evolution of their interface [66, 78]:

f(r + eiδt, t+ δt) = f(r, t)−Q−1Λf (mf (r, t)−meq
f (r, t)) + δt(I − 1

2
Q−1ΛfQ)G(r, t)

(4.25)

g(r + eiδt, t+ δt) = g(r, t)−Q−1Λg(mg(r, t)−meq
g (r, t)) (4.26)

where f and g are density and order parameter distribution functions respectively, Λf

and Λg describe diagonal relaxation matrices of each distribution function as given in

[66], and Q represents a transformation matrix that linearly converts the distribution

functions f and g into the moment spaces (mf and mg) [66]. The mf and mg are

moment vectors of velocity and order parameter distribution functions respectively.
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In this model, the local density ρ, the order parameter φ and the momentum j are

respectively calculated using [66]:

ρ =
∑
i

fi (4.27)

φ =
∑
i

gi (4.28)

j = ρu =
∑
i

fiei +
δ

2
G (4.29)

In Eqs. 4.25 and 4.29 G takes into account the effect of the body forces given

by [66]:

Gi = wi
(ei − u)

c2
s

.(Fb + µc∇φ) (4.30)

4.5 FVM-PSM

The first phase of the present work is focused on simulating the liquid water transport

dynamics using the two-phase LBM described in the previous section. Once that is

accomplished, the impact of liquid water on the effective transport properties needs

to be determined. This is accomplished by coupling the LBM to a pore-scale model

(PSM) that solves the coupled governing equations for the electron and proton con-

ductivities and for species and energy conservation. The PSM uses a finite-volume

method is used to discretize the governing equations. The method was developed at

the ESTP laboratory by Lange et al [94, 95] and is extended in this work to include

the additional liquid phase. The governing equations consist of diffusive and reactive

transport terms, which can be expressed for O2, H2O, electron, proton and energy

respectively via [13]:

5.(JdO2
− rORR/(4Ff )) = 0 (4.31)

5.(JdH2O
− rORR/(2Ff )− ndσm∇φm/Ff ) = 0 (4.32)

5.(σs∇φs − rORR) = 0 (4.33)
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5.(σm∇φm − rORR) = 0 (4.34)

5.(−ki∇T ) = Sirr + Srev (4.35)

where JdO2
, JdH2O

are respectively the diffusive fluxes for O2 and H2O in the gas

phase that are solved in the pores using the Maxwell-Stefan equation, which accounts

for the bulk and Knudsen diffusions. To compute Knudsen diffusion, which depends

upon the pore diameter, the Derjaguin correction for the Knudsen diffusion is used.

The local pore diameter in each pore cell is determined from the average of 13

scalar lengths of a pore cubic pocket (along x, y, and z (3); two diagonal directions in

each of the x -y, x-z, and y-z planes (6); and four of the diagonal directions obtained

by the set of lines |x| = |y| = |z| in 3D space (4)) [13].

In the Eqs. (4.31) to (4.35), the rORR parameter represents the electrochemical

reaction rate (Cm−2) governed by the Tafel equation at the carbon-ionomer interface

consisting of Pt particles (non-volumetric phase) and defined in Eq. (4.36) [13].

Liquid water in CLs is generated in the high current densities which correspond to

the high overpotential operation. Under high overpotential conditions, the Butler

Volmer equation can simplify to the Tafel equation.

rORR = −1Pt[i0exp(−
αFf
RT

η)], (4.36)

where, 1Pt equals 1 at the Pt-containing C-ionomer interface; i0, α, Ff and η

are the exchange current density, charge transfer coefficient, Faraday constant and

overpotential, respectively. The overpotential is linked to the ionic potential, ϕm, and

the electronic potential, ϕs, as η = ϕs − ϕm. The expression of the exchange current

density can be found in [18]. In Eq. (4.35), the irreversible losses caused by ohmic

losses, Sirr, and the reversible losses associated with the electrochemical reaction,

Srev, are defined as [13]:

Sirr = σs(∇ϕs)2 + σm(∇ϕm)2 (4.37)

Srev = (η + Π)∇.rORR, (4.38)

where, σs, σm,ki and Π are the electronic conductivity, ionic conductivity, thermal

conductivity and the Peltier coefficient, respectively [13]. In the Eq. (4.32), nd is the

electro-osmotic drag coefficient of water and is set to 1.

The diffusion of O2 and H2O species through the ionomer phase is taken into
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account as the Fickian diffusion in a dilute solution, whereas no diffusion through

carbon is assumed [13]:

JdO2
= −DO2,m∇cO2 (4.39)

JdH2O
= −DH2O,m∇cH2O, (4.40)

where Di,m is the expression for the diffusivity of species, oxygen, and water vapour

through the membrane [13].

To solve the coupled transport equations, the Dirichlet boundary conditions are

considered for the x, y and z directions one at a time, whereas the rest of the directions

in each case were set to be periodic. The values for the boundary conditions were taken

from [13], details of this method can be found in Djilali and co-workers [13,14,81,82].
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Chapter 5

Evaluation, Analysis, and

Comparisons

In this section, the parameters are specified in LBM units. The relation between

the parameters in LBM units and physical parameters used in the simulations is

documented in Appendix A.

5.1 Validation of Numerical Code

A computer code developed by Toyota R&D lab [66] and incorporating the multi-

ple relaxation time LBM described in the preceding Chapter was modified and used

for this work. Prior to using the method to investigate flow in the CL, this Sec-

tion presents validation results for 4 simpler problems focusing on underlying physics

related to the CL and for which experimental data is available.

5.1.1 Permeability of a Packed Bed

To validate the numerical method, a series of benchmark test cases were used. The

first case involved a packed-bed porous medium consisting of a cubic array of spheres.

The non-dimensional absolute permeability was compared based on an analytical so-

lution proposed by Zick and Homsey [96], the semi-empirical Kozney-Carman (KC)

equation, and the LBM method. The absolute permeability k for a single incompress-

ible fluid in a laminar regime can be expressed based on Darcys law:

u = −k
µ
∇p (5.1)
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where u is the superficial velocity of a fluid in the domain defined as the flow rate

divided by the cross sectional area of the porous medium, ∇p is the pressure gradient

across the porous medium, and µ is the dynamic viscosity of the fluid. The absolute

permeability of a porous domain is a function of the porous structure of the material

only, not of the fluid. In this regard, the absolute permeability k can also be described

in terms of the porosity φ based on the semi-empirical Kozney-Carman (KC) relation:

k = C
φ3

(1− φ)2
(5.2)

where the Kozney-Carman constant C is a function of the sphere diameter, i.e. C =
d2

180
. As illustrated in Fig. 5.1, the LBM results are in a good agreement with the

analytical solution over the entire range of properties, whereas the KC results become,

as expected, less accurate at high porosity because they were determined based on

experiments for packed low-porosity sphere beds.

The absolute permeability depends only on the porous medium structure, not on

the fluid. A comparison of the absolute permeability predicted by MRT-LBM and

SRT-LBM for different values of kinematic viscosity is shown in Fig.5.2. The absolute

permeability remains constant for MRT-LBM, whereas it varies quasi-linearly for

SRT-LBM. This unphysical behaviour is a well-documented issue with the BGK-

LBM model, making this formulation problematic for multi-phase flow systems having

different viscosities. This deficiency by the SRT-LBM model can be resolved by

using a MRT-LBM approach. The MRT-LBM separates the relaxation times for

different kinetic modes, and consequently the collision operator can be constructed

to be essentially viscosity independent.



43

Figure 5.1: Comparison of simulation results for dimensionless permeability obtained
by LBM with the analytical solution and the KC relation for a packed-sphere porous
medium.
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Figure 5.2: Absolute permeability versus fluid viscosity based on MRT-LBM and
SRT-LBM.

5.1.2 Laplace Law

To verify the physical representation of surface tension, the predicted pressure dif-

ference across the interface of a static bubble was examined as the next test case.

Initially, a spherical water droplet surrounded by air was located at the centre of

a cubic domain. A periodic boundary condition was used at all boundaries. The

density ratio of the two fluids was selected as 1000. Based on the Laplace law for a

spherical stationary droplet, the pressure difference across the interface is:

∆p =
σ

R
(5.3)

where ∆p is the pressure jump across the interface and R is the radius of the droplet.

The pressure at each fluid medium is calculated as an average value when the system

reaches equilibrium. Figure 5.3 illustrates the good agreement obtained between

numerical and analytical results.
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Figure 5.3: Comparison of simulation results for the pressure jump across the interface
with the analytical solution based on the Laplace law.

5.1.3 Wettability Potential of Solid Surfaces

The third test case examines whether a hemispherical water droplet goes to its correct

equilibrium state. A droplet of radius R=10 is located on a surface with varying

wettability potential, as indicated in Fig. 5.4. The wettability of solid surfaces in the

3 cases illustrated in Fig. 5.4 is calculated based on Eq. 4.23 with the corresponding

contact angles. The obtained surface wettability corresponding to each case is applied

to surface wetting boundary condition through Eq. 4.24. The computational domain

consists of a 51× 51× 51 cubic lattice. The bounce-back boundary condition is used

for the upper and lower walls, and a periodic boundary condition is used for the

other pair-wise directions. Increasing the wettability potential of the solid surface

from hydrophilic to hydrophobic causes water to be repelled from the solid surface,

as qualitatively illustrated in Figs. 5.4 and 5.5 These figures show a comparison of the

measured contact angles with theoretical values for different solid-surface wettability

potentials. The capability of the method to capture multi-phase flows with different

wettability potentials is a particularly important feature for application to fuel-cell

catalyst layers.
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Figure 5.4: Simulation of equilibrium contact angle of a hemispherical liquid droplet
on a surface: a) θ = 60◦ b) θ = 90◦ c) θ = 120◦.

Figure 5.5: Comparison of simulation results for the measured contact angles with
theoretical values.

5.1.4 Capillary Pumping in a Nano-Channel

As the characteristic size of a channel or pore becomes smaller, the surface area-to-

volume ratio increases, and surface tension and contact angle play an increasingly

important role. To simulate the effect of different contact angles on water transport,

a water slug in a square-section nano-channel otherwise filled with air was considered.

The left half of the channel had a hydrophobic surface and the other half a hydrophilic

surface, as shown schematically in Fig.5.6a. According to the Young-Laplace equa-

tion, the capillary pressure between non-wetting and wetting fluids is:
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Pc = Pl − Pg = −2σcos(θ)

r
(5.4)

where Pl and Pg are the liquid and gas average pressures respectively, σ is the surface

tension and r the hydraulic radius of the channel. In the hydrophilic portion, the

liquid water wets the surface, and the interface is concave with a negative capillary

pressure, and conversely in the hydrophobic region, the interface is convex, and the

capillary pressure is positive. The pressure difference between the two interfaces

induces capillary pumping, as illustrated in Fig. 5.6. As the left interface transitions

from the hydrophobic to the hydrophilic region, its curvature adjusts. The capillary

pressures eventually become equal, and the motion of the slug stops. The mechanism

illustrated here can play an important role in water transport through catalyst-layer

pores with inhomogeneous surface wetting.

Figure 5.6: a) Schematic of initial distribution of different fluids in a nano-channel
assuming different contact angles b) capillary effect in a nano-channel.
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5.2 Water Transport in a Reconstructed Catalyst

Layer

We consider two-phase transport in the FIB/SEM reconstructed 1815× 1400× 1500

nm3 catalyst-layer sample discussed in Section 3.1.3. The reconstruction was based

on experimental data acquired using a FIB/SEM image stack, as described in [13,14].

Because current microscopic methods cannot discriminate between ionomer and car-

bon phases, these are combined in a single solid phase for the current simulations.

This does not affect water transport as long as the wettability potential is correctly

represented. Due to high computing costs, the computational domain was restricted

to a subset of the reconstructed physical domain, with a size of 50×50×100 LB units

with a resolution of 15 nm per LB unit, as shown in Fig. 5.7. The resolution of 15 nm

per LB unit is obtained based on the conversion of FIB/SEM physical unit into the

corresponding computational domain in the framework of LBM. To simulate water

intrusion into the CL, a water reservoir 10 LB thick was placed next to the domain

inlet. The CL domain was initially fully saturated with air. A pressure gradient was

imposed to drive water into the domain. The water-transport process was tracked

until it reached an equilibrium state after 100,000 time steps. The equilibrium state

is defined as the state when no changes can be observed in the saturation of pene-

trated liquid water into the domain and the system reaches a steady state condition.

Simulations and analysis of the dynamic water patterns were conducted for a range of

contact angles. In the following simulations, the values of the selected parameters are

ρl=1000 kg/m3, ρg=1.14 kg/m3, σ=.0786 N/m, ζ=67 nm. The non-dimensialization

of the variables and parameters used in the simulations is documented in the Nomen-

clature and Appendix. Periodic boundary conditions as well as the order parameter

were taken into account for all sides of the velocity field, except for inlet and outlet

order parameter boundary conditions on one side, where the inlet order parameter

was chosen to be unity and the outlet one to be a zero gradient.

In addition to the effect of contact angle, the effects of varying pressure gradient,

surface tension, and viscosity ratio on water-transport patterns and water saturation

in the catalyst layer were also investigated. For the first case examined, the pressure

difference across the domain and the dynamic viscosity ratio were set to δp=0.0017

(≡ 113.3 KPa), M=µnw

µw
=54 respectively; this viscosity ratio corresponds to STP

conditions [97]. It should be noted that both compressibility and rarefaction effects

are neglected for the gas phase, because the flow velocities are small and the shear
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stresses associated with the gas flow are much smaller than those for the liquid phase.

The equilibrium water distributions are illustrated in Fig. 5.8 for various surface

wetting conditions. The left-hand side depicts all three phases (water, air, and solid)

and the right-hand side the corresponding water iso-surfaces. The contact angle and

wettability potential have a strong impact on water-transport patterns, which evolve

from stable displacement at θ = 105◦, to pure capillary fingering at θ = 140◦, with a

transition to mixed patterns for intermediate contact angle > θ = 110◦ . Decreasing

the wettability potential and contact angle below the transition value θ = 110◦ results

in higher saturation levels and translates in increased flooding risk in an operating

fuel cell. Increasing the wettability potential of the solid phase significantly reduces

water transport in the domain. Figure 5.8 also shows that maximum intrusion occurs

in conjunction with two large pores located on the left side of the domain, whereas

smaller pores with smaller menisci promote water transport through enhanced capil-

lary diffusion. This is consistent with experimental observations of water transport in

hydrophobic gas diffusion layers [26] and in conjunction with small cracks on CL and

MPL that play a significant role in transferring water towards the GDL [30, 31, 34].

In the capillary fingering regime, the injected fluid preferentially percolates through

the pores with the smallest capillary resistance (i.e., larger radius in a hydrophobic

medium).

Figure 5.7: Schematic of reconstructed catalyst layers.
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Figure 5.8: Visualization of water transport after 2.3 µs in reconstructed catalyst
layers with δp=.0017 (=113.3 KPa), M=54,and different contact angles: a) θ = 105◦

b) θ = 110◦ c) θ = 115◦ d) θ = 120◦ e) θ = 130◦ f) θ = 140◦. Left column (red:
water, green: air, blue: solid structure); right column is the isosurface of water.

To analyze the simulations further, three planes through the domain are shown

in Fig. 5.9 at arbitrary time steps that best illustrate the physical process. The

decreasing water saturation with hydrophobicity and the preferential occupation of

larger pores are clearly illustrated.
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Figure 5.9: Visualization of water distribution after 2.3 µs in reconstructed catalyst
layers with δp=.0017, M=54,and different contact angles: θ = 105◦ b) θ = 110◦ c)
θ = 115◦ d) θ = 120◦ e) θ = 130◦ f) θ = 140◦. Red: water, green: air, blue: solid
structure.

Since viscosity changes with operating temperature, the effect of the viscosity ratio

on water transport is considered in Fig. 5.10. A dynamic viscosity ratio (M) of 18 cor-

responds to fuel-cell operation at 80 Celsius degree [34]. Comparing Fig.5.10 with Fig.

5.8 for the same pressure gradient, there is no substantial change in water-transport

patterns with viscosity ratio, but water saturation does increase with viscosity ratio.

Water also wets more area for the whole range of contact angles in Fig. 5.11 than in

Fig. 5.9. Therefore, temperature changes, which in a fuel cell are most pronounced

during start-up, lead to viscosity changes that are expected to give rise to accelerated

water transport in fuel cells even for higher super-hydrophobic contact angles. This

phenomenon can be attributed to the lubricating effect, which means that transfer

of non-wetting fluid is affected by transferring momentum between wetting and non-

wetting fluids in pores [13,23]. Detailed on screen computer visualization (not shown

here) indicates as noted earlier, that water in a hydrophobic medium tends to move to

bigger pores, and, conversely, air tends to move to smaller pores. Coupling between
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the viscosities of wetting and non-wetting fluids enhances water transport (faster or

higher saturation when the viscosity ratio decreases). This may partially explain

experimental observations of increasing water saturation in PEM fuel-cell electrodes

after start-up [30,31]. Other factors may involve thermocapillary transport.
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Figure 5.10: Visualization of water transport after 2.37 µs in reconstructed catalyst
layers with δp=.0017, M=18,and and assuming different contact angles: a) θ = 105◦

b) θ = 110◦ c) θ = 115◦ d) θ = 120◦ e) θ = 130◦ f) θ = 140◦. Left column (red:
water, green: air, blue: solid structure); right column shows the isosurface of water
at equilibrium status.
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Figure 5.11: Visualization of water distribution after 2.37 µs in reconstructed catalyst
layers with δp=.0017, M=18,and assuming different contact angles: a) θ = 105◦ b)
θ = 110◦ c) θ = 115◦ d) θ = 120◦ e) θ = 130◦ f) θ = 140◦. Red: water, green: air,
blue: solid structure.

Simulations were also performed to examine the effect of the pressure gradient,

showing no perceptibly significant effect on the water pattern, which remained largely

dependent on wettability, but an overall increase in water saturation compared to the

results obtained in case 1 (Figs. 5.8 and 5.9). Next, the combined effects of decreasing

viscosity ratio and increasing pressure gradient simultaneously were examined. Water

saturation increased significantly compared to base case 1, as shown in Fig. 5.12, and

transition in the water pattern still occurs for a contact angle of θ = 110◦, but the

capillary fingering pattern is not dominant in this case.
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Figure 5.12: Visualization of water transport after 2.37 µs in reconstructed catalyst
layers with δp=0.0034 (=226.6 KPa), M=18,and assuming different contact angles:
a) θ = 105◦ b) θ = 110◦ c) θ = 115◦ d) θ = 120◦ e) θ = 130◦ f) θ = 140◦. Left column
(red: water, green: air, blue: solid structure); right column shows the isosurface of
water at equilibrium status.



65

Figure 5.13: Simulated water saturation versus contact angle considering the effects
of different pressure gradients and viscosity ratios.

Fig. 5.13 summarizes the effects of different contact angles for the four combina-

tions of pressure drop and viscosity ratios examined. Water saturation decreases with

increasing hydrophobicity in all cases. At lower contact angles, the saturation and risk

of flooding increase with potential blockage of percolation pathways for air. Contact

angles between θ = 110◦ to θ = 115◦ appear to ensure sufficiently low saturation.

5.2.1 Effect of Surface Tension

Surface tension is a force that tends to minimize the size of a liquid surface and to

increase resistance to deformation by external forces. The effect of surface tension

becomes more significant at smaller scales and potentially dominant in catalyst layer

pores that are in the order of nanometres wide. In a fuel cell starting from cold

conditions, the operating temperature gradually increases to 80 degrees Celsius or

higher, and correspondingly surface tension decreases linearly with temperature. It

is therefore of interest to elucidate the effect of surface tension as temperature varies.

For the first test, the effect of reduced surface tension is examined compared to the

reference case shown in Fig. Fig. 5.8. For the sake of brevity, only two contact
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angles are presented in Fig. 5.14 and should be compared to Fig. 5.8 (b) and (e).

Lower surface tension does not alter the water pattern significantly, and the process

appears to be primarily determined by the wettability potential or contact angle.

Diminishing surface tension does result in slightly lower water penetration into the

domain, specifically for contact angles less than θ = 130◦, as shown in Fig. 5.15.

The results show that surface tension has a negligible effect in super-hydrophobic

regimes and a stronger effect on stable displacement and transient regimes. This

can be explained by examining the role of surface tension in the three distinct water

patterns. As stated earlier, water pattern is determined by contact angle. As a

result, surface tension in capillary fingering tends to minimize surface energy as well

a interfacial surface between two fluids. However, in the stable displacement regime

and to some extent in transient regimes as well, surface tension acts as a resistive

force at the interface and hinders penetration of more water into the domain.
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Figure 5.14: Visualization of water transport after 2.3 µs in reconstructed catalyst
layers with δp=.0017, M=54, σ=.0625, considering different contact angles: a) θ =
110◦ b) θ = 130◦. Left column (red: water, green: air, blue: solid structure); right
column shows the isosurface of water at equilibrium status.
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Figure 5.15: Simulated water saturation versus contact angle considering the effect
of different surface tension values.

We next examine the effect of decreasing surface tension and dynamic viscosity

ratio simultaneously. Due to a lubrication effect, more water is driven into and

saturates the domain, as shown in Fig. 5.16. As in the previous case, lower surface

tension reduces saturation for lower contact angles, as shown in Fig. 5.17. This can

be attributed to the impact of surface tension on the different regimes. Figure 5.16

(a), shows a noticeable influence of decreased surface tension on stable displacement

and transient regimes for contact angles less than θ = 115◦.
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Figure 5.16: Visualization of water transport after 2.37 µs in reconstructed catalyst
layers with δp=.0017, M=18, σ=.0625, and considering different contact angles: a)
θ = 110◦ b) θ = 130◦. Left column (red: water, green: air, blue: solid structure);
right column shows the isosurface of water at equilibrium status.
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Figure 5.17: Simulated water saturation versus contact angle considering the effect
of different surface tension values.

Finally we examine the simultaneous effect of increasing pressure gradient and

reducing dynamic viscosity ratio. This results in higher saturation, as shown in Fig.

5.18. Although decreasing surface tension does have a small effect on water saturation,

especially at contact angles < θ = 110◦ and in purely stable displacement regimes,

it primarily provides a resistive force against external pressure changes and viscous

forces in stable displacement regimes. On the other hand, in the capillary fingering

regime, surface tension maintains fingering by minimizing sizes and energies.
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Figure 5.18: Variation of water saturation with contact angle considering the effects
of different pressure gradients and viscosity ratios.

5.3 Capillary Pressure in a Reconstructed Cata-

lyst Layer

Water transport in the nano-scale structure of catalyst layers is strongly dominated

by capillary forces. According to the Young-Laplace formula given in Eq. (5.4) ,

the capillary pressure is inversely related to pore-size radii and directly proportional

to the contact angle of CL materials and the surface tension between liquid and gas

fluids.

In macroscopic porous transport simulations including the effect of capillary pres-

sure, one of the widely used methods to determine capillary pressure is the Leverett-J

function, expressed in Eq. (5.5). In this expression, σ, ε, k, and S represent the

surface tension, porosity and absolute permeability of the porous media and the sat-

uration of the liquid phase respectively. This expression was derived based on curve

fitting to experimental capillary pressure data for soil porous media. This expression

is also widely used to model two-phase flow problems for porous PEMFC structures.

In fact, the geometries of porous fuel-cell components are completely different from
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soil porous structures. Accordingly, alternative models have been suggested by a few

groups [6]:

Pc = σcos(θ)(
ε

k
).5(1.417S − 2.12S2 + 1.263S3) (5.5)

LaManna et al. [98] suggested a modified version of the Leverett-J function for CL

porous structures, as expressed in Eq. (5.6). They derived this expression by curve

fitting to their experimental data for a catalyst layer sample. Another method widely

used to describe capillary pressure in porous media is the Van Genuchten model,

which is shown in Eq. (5.7) [99]. In this equation, the parameters Pd and m are

fitting parameters, and S corresponds to saturation of the liquid phase:

Pc = σ(
ε

k
).5(3.02343S3 − 2.35638S2 + .55602S) (5.6)

Pc = Pd[(1− S)(−1
m

) − 1](1−m) (5.7)

In this research, the capillary pressure for the reconstructed catalyst layer illus-

trated in Fig. 5.7 was simulated using the two-phase lattice Boltzmann method. The

contact angle for the CL hydrophobic porous media was set to θ = 110◦ degree. Figure

5.19 shows simulated capillary pressure results for different liquid water saturations.

The cross symbols represent simulated numerical results. The solid green and blue

lines correspond to curves fitted using a polynomial and the Van Genuchten model.

The experimental data from LaManna et al. [98] and the Leverett-J function are il-

lustrated in red and black respectively. Figure 5.19 clearly shows that the standard

Leverett-J function either over-predicts or under-predicts capillary pressure values.

The fitted capillary pressure described by Eq. (5.8) based on LBM simulations can

provide more accurate predictions of capillary pressure for CL porous structures than

the standard Leverett-J function.

The impact of different contact angles on the simulated capillary pressure is illus-

trated in Fig. 5.20. The simulated results indicate that increasing hydrophobicity of

CL materials leads to an increase in resistance against water movement through CL

porous structures. Hence, less water can penetrate into the structures, and higher

external pressure is necessary to drive liquid water into the CL porous medium:

Pc = σ(
ε

k
).5(2.05S3 − 0.9161S2 + .3946S) (5.8)
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Figure 5.19: Capillary pressure in the reconstructed catalyst layer

Figure 5.20: Effect of different contact angles on capillary pressure
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5.4 Impact of Liquid Water on Transport Param-

eters in Catalyst Layers

This section investigates the effect of liquid water on the transport parameters through

the 3D stochastic reconstructed CL shown in Fig. 5.21. The CL sample was recon-

structed with 305×235×252 grid cells at an isotropic resolution of 5.95 nm. This

reconstructed geometry was used in an earlier study [13] to determine the effective

transport parameters without accounting for liquid water impact. In the present

study, liquid water was introduced into the domain as a new phase in conjunction

with other solid and gas phases in the CL. The reconstructed CL therefore consists

of five phases: carbon black particles and the ionomer phase, which enable conduc-

tion of electrons and protons respectively; pores, which enable transport of reactants;

non-volumetric Pt at reaction sites located at the interface of the carbon particles

and the ionomer phase; and generated liquid water due to oxygen reduction reaction

(ORR) at the cathode CLs.

Figure 5.21: 3D model of the reconstructed CL including ionomer, carbon spheres,
water, and pores (ionomer: yellow, carbon: green, water: red, and pores: blue).

Due to different CL material wettability properties, the contact angles of the

ionomer and carbon phases were chosen as θ = 120◦ and θ = 80◦ respectively. The

effects of different ionomer surface wettability conditions and pressure gradients are

examined in the following sections. The determination of the effective transport
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properties is done via a sequence of steps combining LBM and PSM simulations. First,

the simulations are initiated by randomly distributing liquid water throughout the CL

to achieve a predefined saturation level. The two-phase LBM is then used to determine

the equilibrium water distribution. The volumes of liquid water at the equilibrium

locations are then introduced in the pore-scale simulation as an additional stationary

heat-conducting, non-electric, and non-proton conductive phase. Finally, pore-scale

simulations using a finite-volume method (FVM) are carried out to determine mass,

charge, and heat transport through the CL accounting for the presence of liquid water.

These simulations were performed by introducing the additional liquid water phase

in a pore scale modelling (PSM) code developed by Lange, Djilali and coworkers

[14, 81, 82]. The PSM allows highly resolved parallel simulations and is described in

details in [95].

Figure 5.22 presents the simulated values of effective oxygen and water-vapour

diffusivities and effective proton, electron, and thermal conductivities as functions of

liquid water saturation throughout the reconstructed CL domain. In these simula-

tions, the liquid water saturation varied between 10% to 80 %. In the first case, a

pressure gradient equal to 1.6e-5 (=2.7 KPa) was applied to drive water through the

pores until it reaches equilibrium conditions.

The simulations reveal that the most sensitive properties to the presence of liquid

water are effective oxygen and water-vapour diffusivities and effective thermal con-

ductivity. The effective oxygen and water-vapour diffusivities decrease by 96 % and

88% respectively as the liquid water saturation increases from 0% to 80%. This is a

direct effect of liquid water hindering air pathways and constricting or blocking open

pore spaces for reactants to reach reaction sites. The effective electron and proton

conductivities, on the other hand, remained unchanged over all the simulations. How-

ever, it should be noted that in all our simulations the protonic conductivity is just a

function of relative humidity. Therefore, in order to properly model the sensitivity of

protonic conductivity to different liquid water saturations, a model that accounts for

the variation of σm with local liquid water saturation needs to be developed and de-

ployed. Effective thermal conductivity is significantly affected by differences in liquid

water saturation. Thermal conduction is promoted by the presence of liquid water

which has a thermal conductivity approximately 25 times greater than that of air.

Consequently the effective thermal conductivity increases by 134% when the liquid

water saturation reaches 80%. Furthermore, higher liquid water saturations increase

thermal percolation pathways through the CL. Therefore, increasing the liquid water
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saturation gives rise to higher thermal conductivity and can alleviate the possibility

of hot spots formation in the CL [100,101].

Figure 5.22: Impact of different liquid water saturations on effective oxygen and
water-vapour diffusivities and on proton, electron, and thermal conductivities.

5.4.1 Effect of Different Contact Angles

It is well known that ionomer wettability decreases with increasing temperature [102–

104]. The contact angle of an ionomer surface has been reported to change from a

hydrophobic to a hydrophilic surface over time [102–104]. This section describes

simulations that were performed to examine the effect of different ionomer contact

angles on water transport. In these simulations, the exerted pressure gradient across

the CL domain was set to 3.2e-5 (=5.4 KPa), and the ionomer contact angle was

varied from a hydrophobic surface (120 degree) to a hydrophilic surface (80 degree).

Figs. 5.23 - 5.25 illustrate the simulated results for effective oxygen and water

vapour diffusivities as well as thermal conductivity as a function of liquid water satu-

ration for the cases of hydrophobic and hydrophilic ionomer contact angles. The com-

parison of the results in Figs. 5.23-5.24 indicates that for saturations less than 50%,

the effective oxygen and water-vapour diffusivities show higher values correspond-

ing to a hydrophilic ionomer, but for saturations greater than 50%, the hydrophobic

ionomer leads to higher diffusivities. This can be attributed to the important role of

the larger pores in the CL. For saturations less than 50%, water preferentially occu-

pies large pores that have a hydrophobic ionomer surface, or small pores in the case

of a hydrophilic ionomer. In addition, water prefers to lie on the surface in the case

of hydrophilic ionomer, but it is repelled from the surface and occupies the larger
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pores in the hydrophobic case. Therefore, with the same liquid water saturation (less

than 50%), but with different ionomer wettability, the open pore spaces in the large

pores are larger in the case of hydrophilic ionomer and lead to higher diffusivities for

oxygen and water vapour.

The results also indicate that increasing liquid water saturation to more than 50%

with a hydrophobic ionomer surface permits more reactants to reach the reaction sites.

The reason is that increasing liquid water saturation causes the large pores to become

preferentially occupied, meaning that the effect of small pores dominates.

Since liquid water prefers to occupy small pores with a hydrophilic ionomer sur-

face, the rate of reactant transport consequently reduced in the case of saturations

higher than 50% compared to a hydrophobic ionomer surface.

Figures 5.25 illustrates the effective thermal conductivity as a function of different

liquid water saturations for different ionomer contact angles. Clearly, for the entire

range of saturations, the effective thermal conductivity is higher for the case of the

hydrophilic ionomer than for the hydrophobic case. The reason lies in the importance

of thermal percolation pathways through the CL. The hydrophilic ionomer surface

causes the water to occupy small pores and to lie on the surface, hence increasing

thermal percolation pathways.

Figure 5.23: Impact of different ionomer contact angles on effective oxygen diffusivity.
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Figure 5.24: Impact of different ionomer contact angles on effective water-vapour
diffusivity.

Figure 5.25: Impact of different ionomer contact angles on effective thermal conduc-
tivity.

5.4.2 Effect of Different Pressure Gradients

Increasing Pressure drop from δp=1.6e-5 (=2.7 KPa) to δp=3.2e-5 (=5.4

KPa)

This section examines the effects of different pressure gradients on transport proper-

ties. Figures 5.26 and 5.27 show the effective oxygen diffusivity versus liquid water

saturation for various pressure gradients and ionomer contact angles. For the sake of

brevity, the effects of liquid water on water-vapour diffusivity and thermal conduc-

tivity are illustrated in Figs. 5.28 and 5.29 for the hydrophobic ionomer surface case.

The results indicate that for the entire range of liquid water saturations, oxygen and

water-vapour diffusivities decrease when the pressure gradient exerted on the liquid

water increases from δp=1.6e-5 (=2.7 KPa) to δp=3.2e-5 (=5.4 KPa). This increase

causes smaller droplets of liquid water to push towards each other and coalesce to

form bigger liquid water droplets in the large pores. Furthermore, it induces trapped
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liquid water to come out of dead-end pores and coalesce with bigger liquid water

droplets. At higher liquid water saturations, water moves further as the pressure gra-

dient increases, blocking more open areas that serve as reactant transport and hence

limiting oxygen and water-vapour diffusivities further. The decrease in effective ther-

mal conductivity with increasing pressure gradient is due to the reduction of thermal

percolation pathways through the CL.

Figure 5.26: Impact of different pressure gradients on effective oxygen diffusivity with
hydrophobic ionomer surface.

Figure 5.27: The impact of different pressure gradients on the effective oxygen diffu-
sivity with hydrophilic ionomer surface.
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Figure 5.28: Impact of different pressure gradients on effective water-vapour diffusiv-
ity with hydrophobic ionomer surface.

Figure 5.29: Impact of different pressure gradients on effective thermal conductivity
with hydrophobic ionomer surface.

Increasing Pressure Gradient

Increasing the pressure gradient further (from δp=3.2e-5 (=5.4 KPa) to δp=4.8e-

5 (=8.1 KPa)) causes the larger interconnected liquid water droplets to break-up

into smaller ones and to create more open spaces in the large pores, as illustrated

in Fig. 5.33. In addition, the increase in the pressure gradient stretches the small

liquid water droplets, turns them into elongated strips, and simultaneously push

them out of the large pores. This implies that the effective oxygen and water-vapour

diffusivities increase further compared to Figs. 5.26-5.28. As shown in Fig. 5.34, in

the case of higher liquid water saturation, the large pores are mostly occupied, and

therefore separation and break-up of the large water droplets does not occur as readily

compared to cases of lower liquid water saturation. At higher liquid water saturations,

water stretches with increasing pressure gradients, hindering reactant pathways and

reducing oxygen and water-vapour diffusivities further. Similarly to the previous case,
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increasing the pressure gradient decreases thermal percolation pathways, leading to

a drop in effective thermal conductivity.

Figure 5.30: Impact of different pressure gradients on effective oxygen diffusivity with
hydrophobic ionomer surface.

Figure 5.31: Impact of different pressure gradients on effective water-vapour diffusiv-
ity with hydrophobic ionomer surface.

Figure 5.32: Impact of different pressure gradients on effective thermal conductivity
with hydrophobic ionomer surface.



82

(a) (b)

Figure 5.33: Impact of different pressure gradients on water distribution with S=40
and hydrophobic ionomer surface shown in three slices through the CL structure: a)
δp=3.2e-5 (=5.4 KPa) b) δp=4.8e-5 (=8.1 KPa)
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(a) (b)

Figure 5.34: Impact of different pressure gradients on water distribution with S=70
and hydrophobic ionomer surface shown in three slices through the CL structure: a)
δp=3.2e-5 (=5.4 KPa) b) δp=4.8e-5 (=8.1 KPa). (Green represents carbon, yellow
is ionomer, blue is gas filled pores, and red water filled pores)
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In the first part of the thesis, a multiple relaxation time lattice Boltzmann method

(MRT-LBM) was used to investigate water transport dynamics in a PEMFC catalyst

layer sample that was numerically reconstructed based on a stack of SEM images

obtained by sequential slicing of a catalyst sample. The validated MRT-LBM model

provides physically representative simulations of high-density-ratio two-phase flows.

This accurate model combined with the physically representative structure and mor-

phology of the catalyst layer provided fundamental insight into key dynamic transport

processes in PEM fuel-cell electrodes. A parametric study enabled exploration of the

effects of hydrophobicity, viscosity ratio, pressure gradient, and surface tension. A less

hydrophobic medium was found to give rise to higher water saturation in the domain,

with a contact angle between θ = 110◦ and θ = 115◦ providing optimal wettability

of the catalyst layer materials. It has been shown that a higher pressure gradient as

well as lower viscosity ratio result in higher water saturation, which is attributed to a

lubricating effect. Phase change and the effect of temperature gradients was outside

the scope of this work, but the effect of bulk temperature differences was investigated

by adjusting surface tension. Lower surface tension results in lower saturation in

the stable displacement and transient regimes, but in the capillary fingering regime,

it tends to minimize the surface of the fingers without having a significant impact

overall on water saturation

In the second part of the thesis, capillary pressure, which is a dominant force

in the nano-structure of catalyst layers, was investigated. A new expression for CL



85

capillary pressure function was introduced. This new function can provide more

accurate prediction of the combined effect of capillarity and reactant transport in

fuel cell performance models that rely on a macroscopic representation of the porous

electrodes. The effect of different wettabilities of CL materials on capillary pressure

was taken into account. It was found that a CL with higher hydrophobicity presents

greater resistance to water movement, and therefore greater external forces must be

exerted on water to drive it into the CL porous medium.

In the last part of this thesis, the impact of liquid water on effective transport

properties and the effect of non-homogeneous wetting properties within the cata-

lyst layer were considered. The simulated results indicate that the parameters most

sensitive to the presence of liquid water are effective oxygen and water-vapour dif-

fusivities as well as effective thermal conductivity. Several parametric studies were

carried out to determine the effect of different physical parameters on the trans-

port parameters through a stochastically reconstructed CL. The effects of different

ionomer contact angles on transport properties was examined for two cases of hy-

drophobic and hydrophilic ionomer. Effective oxygen and water-vapour diffusivities

showed higher values with hydrophilic ionomer and for liquid water saturations less

than 50 %. On the other hand, for saturations greater than 50 %, the effective oxygen

and water-vapour diffusivities showed higher values for hydrophobic ionomer. The

effective thermal conductivity was observed to be higher for the case of hydrophilic

ionomer over the entire range of liquid water saturation due to increased number of

thermal percolation pathways. The impacts of increasing the pressure gradient from

δp=1.6e-5 (=2.7 KPa) to δp=3.2e-5 (=5.4 KPa) and also from δp=3.2e-5 (=5.4 KPa)

to δp=4.8e-5 (=8.1 KPa) were explored separately. The results show that effective

oxygen and water-vapour diffusivities decrease with increasing pressure gradient from

δp=1.6e-5 (=2.7 KPa) to δp=3.2e-5 (=5.4 KPa) over the entire range of liquid water

saturation. However, when the pressure gradient is increased from δp=3.2e-5 (=5.4

KPa) to δp=4.8e-5 (=5.4 KPa) the diffusivities show higher and lower values for sat-

urations less than and greater than 50 % respectively. For both cases, lower effective

thermal conductivity values are obtained by increasing the pressure gradients over

the entire range of liquid water saturation.
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6.2 Future Work

The proposed work provides new insights as well as macroscopic transport parameters

required for integrated fuel cell performance and degradation modeling. The method-

ology can also be applied to inform improved CL design and investigate strategies

for improved water management to avoid flooding. The reconstruction and model-

ing methodology can be extended to other layers of the electrode and serve as the

basis for a systematic investigation of interfacial transport and associated resistances

between the various porous components in a fuel cell membrane-electrode assembly

(CL, micro-porous layer, gas diffusion layer). Additionally, during fuel cell opera-

tion, liquid water that form and transports through the porous electrodes eventually

emerges into the flow channel, resulting in a complex dynamic pattern of coalescence

and shedding of droplets that affect pressure drop and reactant flow distribution [24].

LBM will be well suited to investigate these issues in future work. Thus extension of

the methodology presented in this thesis could address the following questions:

1. How does water behave at the interface of different components, e.g. the

CL/MPL and MPL/GDL interfaces?

2. What is the impact of cracks generated due manufacturing in CL and MPL? Can

such cracks be engineered to improve water management in these components?

3. How does water move through different components that have different or het-

erogeneous hydrophobicities?

4. What would be the impact of different PTFE and binder contents in MPL and

GDL on water transport?

The simulations performed in this thesis mimic physical imbibition/drainage ex-

periments. Future work should consider coupling of LBM to electrochemical reaction

to allow simulation of local water generation at the reaction sites of the CL.
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Appendix A

Additional Information

A.1 Impact of Liquid Water on Transport Param-

eters in hydrophilic Catalyst Layers

Figure A.1: Impact of different pressure gradients on effective water-vapour diffusivity
with hydrophilic ionomer surface.

Figure A.2: Impact of different pressure gradients on effective thermal conductivity
with hydrophilic ionomer surface.
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Figure A.3: Impact of different pressure gradients on effective oxygen diffusivity with
hydrophilic ionomer surface.

Figure A.4: Impact of different pressure gradients on effective oxygen diffusivity with
hydrophilic ionomer surface.

Figure A.5: Impact of different pressure gradients on effective thermal conductivity
with hydrophilic ionomer surface.

A.2 Relation Between Units in the Framework of

LBM and Physical Units

Length:
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Lp
∆xp

=
LLB
δxLB

(A.1)

Or

Lp = ∆xp
LLB
δxLB

(A.2)

where subscripts LB and p represent the parameters in lattice Boltzmann space and

physical space.

Pressure:

Pp
σp

∆xp

=
PLB
σLB

δxLB

(A.3)

Or

Pp =
σp

∆xp

PLB
σLB

δxLB

(A.4)

Time Steps:

νp
∆x2p
∆tp

=
νLB
δx2LB

δtLB

(A.5)

Or

∆tp =
∆x2

p

νp

νLB
δx2LB

δtLB

(A.6)
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