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Introduction 
 
Concerns over global warming and climate change and the depletion of fossil fuels have 
intensified interest by scientists, industries and governments in the feasibility of 
alternative energy sources. Hydrogen can be an energy-carrier and may become an 
effective substitute for hydrocarbons, especially in transport. It has to be generated from 
other energy sources. The benefits of hydrogen lie in any savings it may make in carbon 
dioxide emissions or in use of scarce fossil fuels. The gains are greatest where renewable 
primary sources – such as wind, wave, tide or solar - are used in generating hydrogen, 
and also where nuclear power is the source. Various alternative scenarios, ‘visions’ or 
hydrogen futures have been identified (Hodson and Marvin, 2004; McDowall and Eames, 
2004;Watson et al, 2004) using different assumptions about the economy and factors 
affecting technological innovation and diffusion and different timescales. Currently 
hydrogen energy systems are an emergent technology about which there is considerable 
scientific uncertainty and relatively little public awareness. 
 
One way of gauging likely public perception of risks, benefits and costs of a potential 
hydrogen economy is to consider public perceptions of similarly new, uncertain and 
largely unknown technologies as studied to date. We have picked out studies of carbon 
storage and sequestration (CSS); genetically modified food (GM) and nanotechnology 
(NT).  The purpose of the analysis is to examine whether lessons learned from such 
studies – empirical insights, concepts and methods - can be used in conducting work on 
public awareness of, and attitudes towards, hydrogen energy and a hydrogen economy.  
We have to use parallel cases because we do not know how a hydrogen future might 
progress and how people might perceive it as it does unfold. 
 
Alternative parallels would be historical ones, that is, innovations that have been diffused 
already, even if they did not fulfil their original promise (Geels et al. 2000), or else never 
took off (Latour 1996). We might get a more tempered and rounded view of these than of 
contemporary parallels. But then we probably would not have the public consultations to 
examine that are in these case studies.  
 
First, we outline the concepts of ‘risk’ that inform our approach to public perceptions of 
hydrogen and also the use we make of the three parallel case studies. This is followed by 
a summary of expert assessments of risks associated with hydrogen (based on reviews of 
the relevant scientific literatures). The case studies of public perceptions of the risks and 
benefits of CSS, GM and NT are then considered. Finally, the paper discusses 
implications for the communication of risks between experts and lay people, and broader 
(‘upstream’) questions about so-called public engagement in any emergent technology. 
 
 
The Semantics of ‘Risk’  
 
(i) Types of Risk 
‘Risk’ is a term of several meanings, which all too easily tend to slip into each other but 
need to be kept separate. They fall into three broad types. Type 1 is associated with the 
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practice of risk assessment. A risk is assessed here as the effect of a hazard (e.g. so many 
casualties per 100,000 at risk) multiplied by the probability of its occurrence. While there 
will be a margin of uncertainty attached to an assessed risk, that margin is statistical and 
reflects the sample size and the variance in the two key variables. The assessment itself is 
grounded in evidence already available and furnishes a ‘rational expectation’ that applies 
so long as the conditions on which our current knowledge rests remain unaltered. 
 
Type 2 is associated with taking decisions to act, when the consequences lie in the future 
and may turn out to be different than expected. Here the uncertainty is not merely 
statistical and current knowledge is not sufficient to be a guide: we are on the verge of the 
unknown.  For instance, there is a dilemma for business that current market demand may 
alter should fashion change or should failure of supply raise price. In this context, 
organisations employ risk management, in order to have contingency plans. 
 
Type 3 is about neither rational expectations nor contingency plans to deal with the 
unexpected, but about what people perceive to be assured threats. Many governments 
today are claiming that ‘global terrorism’ is an assured threat. Regardless of the 
probability of a hazardous act of terrorism and whether we have contingency plans for 
dealing with the unexpected, terrorism will, they claim, inevitably occur at some time and 
in some place that could be unknown. The obverse of ‘assured threat’ is the Panglossian 
view that that ‘all is for the best in the best of possible worlds’ (Voltaire 1947). 
 
In Type 1 terms, exposure to hazards is never a zero probability and, in Type 2 terms, the 
unexpected may always happen, but, in Type 3 terms, assured threats or their converse, 
assured safety, seem certain to those who believe in them. 
 
All three meanings of ‘risk’ have relevance to the pathway to a hydrogen economy. The 
first typically deployed in ‘science’, the second characteristic of ‘experience’ and the 
third applying to ‘representation’ of risk, for instance in the media, influenced by culture 
and ideology.  Of course, scientists ‘represent’ hydrogen as energy to stakeholders and 
publics - often in Panglossian terms (Cherry 2004) - and publics – that is, those with a 
less direct interest in the future of hydrogen than stakeholders have– may acquire such an 
interest as fossil fuel depletes, and so switch their mode of understanding of risk. 
 
ii) Ideology and culture in perceptions of risk 
The terms ‘ideology’ and ‘culture’ both refer to the symbolic, as opposed to the material 
world, and to beliefs, values, feelings and social norms that shape how individuals think 
and act. In our usage here, ‘ideology’ is rooted in interests that differentiate groups or 
classes, while ‘culture’ reflects history and socialization shared by the groups that make 
up the wider society and informs each of their ideologies.  
 
Neither ideology nor culture is easily recognised by those who are embedded in it, 
because both condition their sense of what is natural and so appear to be commonsense. 
Thus, risk assessment by scientists and engineers (Type 1) typically involves framing.  It 
is normative for science to focus on the readily observable and measurable and to set 
aside the more speculative and ‘soft’ evidence. Wynne (1996) has argued this tendency 
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closed off debate about the long-term environmental impacts of nuclear power as 
compared with the short-term risk of melt-down in power stations.  
 
Ideology also intervenes by causing risk to be evaluated in relation to a familiar 
benchmark, such as petrol or natural gas in the case of hydrogen. This has distorting 
effects. It invites us to compare things on similar dimensions that are not altogether alike. 
Thus it is often claimed that hydrogen is as safe as or safer than petrol, whereas there are 
critical differences in what is required to handle each of the very different materials 
safely.  
 
In managing Type 2 risk, stakeholders too restrict their vision of the future - by whatever 
interests they are allied with. In the case of hydrogen as energy, there is a division among 
proponents between those whose main interest is security of energy supply and the 
continuation of global capitalism as it is, and those who see hydrogen as the foundation 
for a new economy and polity in which control of energy is distributed, not centralised or 
dominated by big business (Rifkin 2002).  
 
Where there is Type 3 risk – assured threat or safety – the shared culture that underpins 
many varied perceptions lies close to the surface and permits its examination. Concepts 
of ‘dirty’, ‘unhealthy’ and ‘unsafe’ and their opposites have their roots in the largely tacit 
ways in which culture orders our world. It is a familiar dictum that dirt is ‘matter out of 
place’. Similarly ‘safe’ may mean everything contained in its proper place, and ‘healthy’ 
the exclusion of what is unwholesome (Douglas 1964). The fact that they carry dense 
symbolic and emotive connotations and are experienced viscerally tends to inhibit 
challenges to the application of the terms. However, the terms are contested from time to 
time, when widespread assumptions about the safety or health or cleanliness of 
something familiar are severely tested, as they have been by such one-off melt-down 
incidents in nuclear power plants as Three Mile Island and Chernobyl. From then on the 
old framing of risk assessment of nuclear power was unlikely to be acceptable, and 
established risk management strategies came to seem inadequate. The development of 
new nuclear power installations ceased in several countries. 
 
Deconstructing the deep element of ideology and the even deeper element of culture in 
how risk is perceived may help us to remedy distortions of understanding and 
communication about hydrogen as energy. 
 
(iii) How decisions are made 
A rational choice model belongs with both Type 1 and Type 2 Risk and can carry us 
some of the way at least in discussing how publics might choose or reject hydrogen as 
energy. Rational choice is a normative not a descriptive model. We have to move on to 
incorporate ‘real world’ elements into the model. Some will enable us to modify but 
preserve the assumption of ‘rationality’, others may cause us to abandon it. 
 
Risk is only one of the factors that a rational actor would weigh in the balance when 
deciding for or against hydrogen as energy. Other factors would be perceived benefits and 
perceived costs. Like risks, at least implicitly, these would be judged relative to 
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alternatives. In a fully rational process of decision-making, every conceivable alternative 
should be considered. 
 
In taking a rational choice approach, no one element in the choice, including risk 
perceptions, can be adequately understood without attending to the others. Cost might be 
an inhibitor, even if benefits were judged to outweigh risks. Similarly, risks might inhibit 
choice even when benefits were high and costs low.  
 
Uncertainty on the one hand and values on the other, tend to‘bound’ the scope to act 
rationally (Simon 1976). One way in which uncertainty is made more tractable is to avoid 
judging between several relatively unknown options and focus on a comparison of 
hydrogen with one that is familiar. Values also enter in. Thus, if benefits of hydrogen 
seemed marginal, even though it was competitive on costs and carried an acceptable risk, 
people might not part with the familiar option – ‘sooner the devil we know’. Also, the 
new might be attractive or unattractive in itself, depending on the person’s values. 
 
We assume that publics are most likely to have been exposed to representations of 
hydrogen and that these refer primarily to whether hydrogen is safe in use. Benefits for 
environment and health are more often referred to in the representation of hydrogen as 
energy than are risks. Costs are relatively invisible in this early stage of development. 
Even if publics know that they are high, they probably expect them to fall in the future. 
 
iv) Limitations of ‘information’ 
The rational choice model rests on the assumption that knowledge is the basis of choice 
and that actors make choices that suit their interests, for example as producers or 
consumers. Its proponents often assume that subjects have only to be adequately 
informed to make appropriate choices. But this is a flawed view (Ajzen and Fishbein 
1980).  
 
First, greater knowledge might make subjects more sceptical, less inclined to decide for 
or against an option.  They might say they ‘don’t know’, even though the basis for that 
judgement is knowing more than they did when they felt they could make up their mind 
previously! Second, subjects might entertain beliefs that combine elements of knowledge 
and ideology and/or culture. Typically where knowledge is thin, it is patched with 
ideology. For instance, the lack of evidence to support a connection between global 
warming and climate change has long been patched up with a widely shared belief that 
extreme events are becoming or will become more common.  Beliefs may be based on 
authority, including ‘the evidence’ as scientists accept it. They may also be built on own 
experience or on rumour, for instance having encountered a hydrogen demonstration. 
Certain beliefs symbolise their object: an example would be the beliefs that hydrogen 
was/was not responsible for the fire that consumed the Hindenberg (Bain and Van Vorst, 
1999). 
 
Third, values as well as facts are usually involved in making judgements. Values are 
ends-in-themselves. Consumers might, for example, choose a gas-guzzling SUV or a 
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green option, such as heat pump or fuel cell for central heating, in spite of the costs of 
each, because they value one or the other for their own particular reasons.  
 
Fourth, affect often plays a part alongside cognition and value in making decisions. For 
instance, choice of green energy might be made ‘for the sake of my 
children/grandchildren’, as might choice of an SUV that seems to offer security on the 
school run. It has also been observed that affect tends to distort judgements about the 
risks associated with benefits. It is rational to perceive a combination of benefits and risks 
in an option, but affect (including fear) can cause people to see only risk and no benefit or 
only benefit and no risk (Finucane et al 2000). 
 
Fifth, norms influence judgements.  They are the rules that subjects are constrained by, 
which might be law and regulation or informal expectations. Regulation has indirect 
effects on consumer’s options in the energy field – notably on price - and they are 
probably unaware of how this happens. A relevant informal expectation that they might 
be aware of would be that one should not pollute the air or one should recycle scarce or 
toxic materials when the product that contains them is done with. 
 
 
Public Perceptions of Risk 
 
Slovic’s pathbreaking work (Slovic 2000) on perceptions of risk has shown some 
recurrent patterns in the social and psychological contexts of assessing risks and benefits. 
The most important findings include the consensus that: perceived risk is influenced by 
the ‘imaginability’ and memorability of a hazard; experts and laypeople tend to have 
different perceptions of how risky certain technologies are; disagreements about risk do 
not necessarily reduce or disappear in the face of ‘evidence’; fear and dread are the major 
axes of preference – and for any given level of benefit, higher risks may be tolerated by 
the public if those risks are controllable, familiar, immediate, known precisely and 
voluntary (Fischhoff et al, 2000). Slovic (2000a) has also shown that people’s beliefs and 
attitudes about risk vary along the dimensions of ‘dread’ and degree of knowledge. The 
extent to which risks are known or unknown is a crucial variable: people’s perceptions 
vary according to whether the risk is observed or observable, whether it is known to those 
exposed to it, whether the effect of the hazards immediate or delayed, whether it is a new 
risk, and whether it is known or unknown to science. Thus for example, according to 
Slovic, nuclear power (and nuclear weapons) have the highest ‘dread’ risk, but chemical 
technologies score the highest ‘unknown’ risk. 
 
Johnson and Slovic (1995) examined public reactions to (Type 1) scientific estimates of 
risk uncertainty in relation to radiological and toxicological hazards. They found that 
people were unfamiliar with (and uncomfortable with) uncertainty in risk assessment. 
Low ratings of risk were treated cautiously and sceptically. How much trust the public 
had in government was an important mediating factor. They concluded that it should not 
be assumed that the lay public cannot understand uncertainty, but it should also not be 
assumed that explaining such uncertainties would increase people’s trust. Johnson and 
Slovic (1998) showed in another study of public reactions to information about 
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environmental and health risks that it was very difficult to convey uncertainty in risk 
estimates. Organisations communicating information about uncertainty were seen as 
either honest or incompetent. Where ‘low’ risk levels were presented, these were 
regarded by laypeople as preliminary to higher estimates in future, or simply distrusted. 
Johnson (2003) has noted that uncertainty in environmental risk estimates raises 
questions in the public’s mind about honesty and trustworthiness. Disagreement among 
experts is often ascribed to their self-interest rather than the inherent uncertainty of 
science itself. 
  
In such situations, numerous researchers have identified public trust as a crucial factor. 
Siegrist and Cvetkovich (2000) investigated the role of social trust and knowledge in 
perceptions of hazards. They argued that in the case of technologies that people are 
familiar with, trust is not such an important factor. But where the technologies are 
relatively new or unknown, and/or in the absence of knowledge, social trust is important 
as an influence on people’s assessments of risks and benefits. Sjoberg (2001) examined 
the extent of trust in experts in Sweden in connection with nuclear technology. He found 
that laypeople had significant concerns about unknown effects, and that the public were 
more sceptical about the completeness of experts’ knowledge than the experts were 
themselves. Risk perception of the nuclear industry was also strongly affected by the 
view that unknown effects were likely to be negative: ‘the most important predictor of 
perceived risk turned out to be beliefs about the likelihood that there might be effects that 
are as yet unknown’ (Sjoberg, 2001, 197). In addition, in this case the experts’ credibility 
was being judged by the public in relation to how far they accepted the limits of scientific 
knowledge. Lion et al (2002) examined people’s priorities for information about 
unknown risks (Type 2), and found that among those who wanted information about 
risks, most wanted to know exactly what the risks were; what the consequences were; 
whether the risks and possible effects were controllable; and when, where and how they 
might be exposed to the risk. Perhaps unsurprisingly, Lion et al’s results showed that the 
personal relevance of a risk was most important in determining how they might respond 
to and deal with such a risk: ‘Is the risk relevant to me and, if so, what can be done about 
it?’ (Lion et al, 2002, 774).  By inference, if experts and scientists are unable to provide 
information to relate to these questions, perhaps because the unexpected is (by definition) 
unknown, their credibility and expertise may be doubted.  
 
Conversely, Frewer et al (2002) found that, in connection with public reactions to 
scientific uncertainty over food safety, people were more tolerant of uncertainty if it was 
seen as part of the research process, than if it were seen to be affected by government 
inaction. Frewer et al (2002) observe that failure to communicate about uncertainty may 
further damage public confidence, but conclude, nevertheless (370): 
‘People are more familiar with the role of uncertainty in risk assessment than has 
previously been thought. Consumers find such uncertainty acceptable and want to be told 
about it…the public would support greater transparency in risk communication processes 
under conditions of uncertainty than has traditionally been available’. 
 
Kunreuther (2002) has addressed questions about risk assessment of events where there is 
ambiguity about both the likelihood of their occurrence and their possible effects (as in 
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the case of ‘extreme events’). Where there is an imbalance between the low probability of 
the events and the scale of the hazard they present, the extreme event may seem to the 
public to be an ‘assured threat’ (Type 3). He notes that in situations of such 
indeterminacy risk communication and risk management are highly problematic. 
 
Communication of uncertainty is, to say the least, problematic, especially when there is 
an elision of what we previously referred to as Type 1 risk  (risk assessment based on 
incomplete evidence) and Type 2 risk (relating to decision-making in a context of 
uncertainty). When, as often in the case of evaluation of extreme events, Type 3 risk 
(seemingly assured threat) enters the scene, there is yet further scope for 
miscommunication.  
 
Consultation with publics about benefits, risks and costs of emergent technologies has to 
introduce information about the science into the dialogue at some point and then gauge 
reaction. What then is the state of scientific assessment of risk (Type 1) in the case of 
hydrogen? 
 
 
Experts’ Assessments of Risks associated with Hydrogen. 
 
The main reason for interest in hydrogen in future energy scenarios (Rifkin, 2002; Dunn, 
2002) is related to a potentially clean way of producing electricity. When molecular 
hydrogen (H2) is used in a fuel cell, a device where it is chemically combined with 
oxygen, electricity can be produced and the only by-products are water and water vapour. 
This theoretically simple principle has been long known to scientists. However, practical 
applications of hydrogen as a fuel have struggled to emerge, mainly because of technical 
difficulties in devising cost-effective ways of producing and storing hydrogen (Harris et 
al, 2004). 
 
As a benign substitute for hydrocarbon fuels, hydrogen is advocated by a wide array of 
lobby groups and other stakeholders, driven by quite different motivations: security of 
energy supply in a world where fossil fuels, especially oil, are gradually running out and 
currently are concentrated mainly in politically unstable areas; global warming concerns 
prompting a decisive reduction of man-generated greenhouse gases; improved use of 
renewable sources of energy, as hydrogen would allow engineers to cope with both 
fluctuation in production and distributed feed from renewable resources; revival of 
nuclear energy as a possible emission-free way of producing hydrogen. 
 
i) The range of applications 
Before natural gas was introduced as a household commodity, hydrogen had been used 
for many years in some European countries, such as the U.K. and Norway, as the largest 
single component of “town gas”. According to DOE (2004) hydrogen has been used for 
the past 50 years in large quantities as a feedstock for a wide variety of industrial 
applications. Ammonia production for fertiliser accounts for about two thirds of total 
commercial use of hydrogen as an industrial gas. Other examples include petroleum 
upgrading (hydrocracking, hydrodealkylation, and hydrodesulphurisation) for such 
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products as reformulated gasoline; food processing, such as hydrogenation of fats and 
oils, in which vegetable oils are changed from liquids to solids; semiconductor 
processing; glass and steel manufacturing industries; cooling systems for large turbine 
generators. Liquid hydrogen is also used in the cryogenics industry and within the study 
of superconductivity. The only large-scale use of hydrogen as a fuel is that of NASA. 
Today, hydrogen production amounts to 9 million tons per year and is mainly achieved 
through methane steam reforming, electrolysis and as a by-product. Almost all of the 
hydrogen used is captive, that is, consumed at the refinery or chemical plant where it is 
produced. Therefore, a limited distribution network, consisting of liquid hydrogen 
delivery trucks, gaseous hydrogen tube trailers and dedicated hydrogen pipelines has 
been developed so far. 
 
The growing scientific and popular literature envisages quite new applications of 
hydrogen, centred on its use as an energy carrier, at the core of a yet-to-be-developed 
energy system. The energy stored in hydrogen would be used within different 
technological systems for a multiplicity of end-uses - mobile, stationary and portable. 
Transport uses are perhaps the most likely to attract consumers’ attention, with the 
development of hydrogen-powered fuel cell or internal combustion engine (ICE) 
vehicles. Stationary applications include combined heat and power (CHP) systems for 
distributed energy production and local consumption.  Hydrogen-based portable 
technologies comprise durable power for laptops, mobile phones and other high-tech 
electronic consumer products. Apart from portable applications, where hydrogen would 
substitute for batteries, mobile and stationary hydrogen applications would entail a 
gradual, and more or less complete displacement of hydrocarbon fuels, such as natural 
gas, petrol and liquefied petroleum gas (LPG). 
 
Additionally, the present infrastructure built around fossil fuels would need to be adapted 
or replaced by new, hydrogen-dedicated storage and delivery systems comprising liquid, 
gaseous and solid storage technologies, pipelines, ground distribution fleets and fuelling 
facilities. 
 
Currently, hydrogen-based energy technologies exist only in the form of prototypes or are 
still at the laboratory stage. The complex technological system that would sustain 
hydrogen production, storage, delivery and end-uses is the subject of numerous, often 
contradictory, conjectures. It is challenging for experts, let alone publics, to assess 
potential benefits, costs and risks of this system as compared to those of the present fossil 
fuel economy. 
 
Like any other technological system, one based on hydrogen will involve risks associated 
with possible hazardous situations posing threats to safety, public health and the 
environment. Risks of a future hydrogen-based economy would arise from each phase of 
the hydrogen life-cycle, from production, through storage and distribution, to its final use. 
The nature, severity and mitigation of such risks will be depend upon the technical 
configuration of any hydrogen system, and the development alongside it of socio-
technical knowledge and routines, such as standards and regulations. No comprehensive 
technological risk assessment of hydrogen-based futures has been attempted to date. 
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ii) Safety 
With respect to safety (Bellaby et al 2004), current knowledge is all but limited to 
specific industrial practices that may have little or no relevance to future applications of 
hydrogen as an energy carrier, in particular in the transportation sector. In a report issued 
by the U.S. Department of Energy (DOE, 2003) it emerges that “hydrogen is well known 
as a chemical, but its use as energy carrier on a large-scale commercial basis is largely 
untested and undeveloped”. This is also confirmed by several documents published 
within the European Hydrogen Integrated Project II, which addressed the development of 
comprehensive safety standards and regulations for hydrogen. A general remark 
emerging from these reports is that “the current knowledge about hydrogen safety is less 
thorough than the knowledge of safety of conventional fuels”, compounded by a “general 
lack of data on frequency and size of hydrogen release” (EHIP II, 2002). 
 
All the documents we have reviewed agree on some fundamental technical issues. As 
regards to risks to safety, unintentional hydrogen leaks are considered serious hazards. In 
the presence of ignition sources, such as electric sparks, flames or high heat, hydrogen 
leaks can cause combustion in air. This in turn may generate an explosion in specific 
circumstances. In fact, most of the technical reports agree that the greatest potential risk 
to the public appears to be a slow leak in a confined space, such as a home garage, where 
accumulation of hydrogen may lead to fire and explosion if no detection systems or 
venting are in place. Hydrogen has no odour. Its flames are almost invisible in daylight 
and emit less heat than other fuels, so that human senses alone are less able to detect 
them. 
 
Hydrogen embrittlement of metal and non-metallic materials, such as steel and plastics, is 
also a potential hazard. This involves the ability of hydrogen to penetrate into the 
molecular structure of certain materials, where it can cause a severe loss of strength and 
catastrophic ruptures of hydrogen containment systems. Liquid hydrogen entails other 
types of hazards. In fact, hydrogen can be stored as a liquid only at very low, or 
cryogenic, temperature (-253 ºC ). If spilled, it can cause severe frostbite. Hydrogen gas 
can also be asphyxiant if released in large amounts, as it can displace oxygen. 
 
iii) Public health 
As far as direct and immediate risks to public health are concerned (Bellaby 2003), all 
sources agree that hydrogen is non-toxic and non-carcinogenic, and does not in itself 
present any concern for medium- or long-term health (HSE, 2004). On the contrary, if 
hydrogen were substituted for hydrocarbon fuels in the energy and transportation sectors 
– which currently are responsible for much air pollution – no noxious gases and fumes 
would be emitted at the point of use, thus improving air quality and consequently public 
health. However, focusing only on end-of-pipe emissions gives but one part of the whole 
picture, especially if risks to the environment are also accounted for. In fact, as hydrogen 
needs to be produced by using an energy source, its potential beneficial environmental 
effects at the point of use may be cancelled by harmful emissions at the production stage. 
Sustainable hydrogen production and effective measures for reducing or eliminating 
greenhouse gas emissions (for example carbon sequestration) should therefore be put into 
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practice. The public health consequences of not following this course are most 
conveniently addressed along with risks to the environment. 
 
iv) The environment 
Comprehensive assessments of health and environmental risks should take into account 
the whole technological system of which hydrogen will be part, as well as the entire life-
cycle of such a system. A wide array of established and new technologies will contribute 
to the production, storage, distribution and use of hydrogen. Materials such as metal 
hydrides, carbon nanotubes and various catalysts will be variably deployed across the 
hydrogen energy chain, in amounts which will depend upon the scale of hydrogen 
penetration in the economy and the relative adoption rates of different hydrogen 
technologies. Increased production, diffusion and disposal of such materials, some of 
which may be totally newly engineered, may have risk implications for public health and 
the environment. 
 
Cherry (2004) outlines the possible consequences of a widespread use of hydrogen-based 
technologies, such as fuel cells and hydrogen storage systems. Catalysts are essential 
components of fuel cells, which accelerate the rate of chemical reactions involving 
hydrogen. They are usually made of mixtures of exotic metals, whose side effects in the 
event of unintentional fires or during their disposal may raise safety, health and 
environmental concerns. Various metal alloys are also being evaluated as a possible 
storage medium in hydrogen cars, such as lithium hydrides. According to current 
technological knowledge, about 50-100 kg of metal would be required in a single car, 
thus posing significant challenges to safety, health and the environment. Cherry also 
addresses possible negative impacts to environment caused by an increased usage of 
private transport, as a clean fuel option would possibly relax public commitment to 
energy saving and hinder institutional efforts to reduce energy consumption and traffic 
congestion. 
 
Safety and health hazards from components of fuel cells, such as the electrolyte and the 
membrane, are also mentioned in Gaston et al. (2001). A common electrolyte used in 
alkaline fuel cells is potassium hydroxide, which is harmful for all human tissue as it 
causes serious chemical burns. Sulphuric acid is corrosive and can oxidise certain 
materials. When burning it emits toxic fumes. The membrane used in PEM fuel cells 
contains fluorine, a substance that produces corrosive, toxic compounds when 
accidentally heated or set on fire. Lithium salts, present in molten carbonate (MC) fuel 
cells, do not pose toxicity dangers unless involved in a fire, when they produce toxic 
fumes. 
 
Recently, environmental implications of a fully-fledged hydrogen economy have been at 
the centre of an interesting dispute hosted by the journal Science. A research group in 
atmospheric science at the California Institute of Technology published a paper (Tromp 
et al., 2003) where they predict dramatic consequences of unintentional leaks of 
hydrogen on the stratosphere, the upper layer of the atmosphere situated between 10 to 50 
km above the earth surface. In summary, based on a computer simulation of atmospheric 
chemistry, Tromp et al. argue that unintended emissions of molecular hydrogen can have 
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deleterious effects on the climate, including enhancing global warming and jeopardising 
the ozone layer. 
 
The issue is not new to climate change experts. The International Panel on Climate 
Change Third Assessment Report (IPCC, 2001) points out that hydrogen can negatively 
interfere with the atmospheric chemistry responsible for abating methane and other major 
greenhouse gases, although it does not consider molecular hydrogen a direct greenhouse 
gas. It clearly states that “in a possible fuel-cell economy, future (hydrogen) emissions 
may need to be considered as a potential climate perturbation”. 
 
The Tromp et al paper received strong criticism, mostly directed at the assumed hydrogen 
leakage rates of 10-20%, which in the authors’ opinion “should be expected”. More 
conservative values (0.1-3%) have been suggested instead (Kammen and Lipman, 2003; 
Lovins, 2003; Lehman, 2003; Schultz et al., 2003). 
 
The predictions made by Tromp et al. are dependent upon a number of assumptions based 
on uncertain scientific knowledge. In fact, describing their results, they speak about 
“unknown environmental impacts” rather than assured threats. Other computer 
simulations based on different technical premises (Derwent, 2004) conclude that a 
hydrogen economy would produce 0.6% of the climate impact of the present fossil-fuel 
economy. Such remarkable discrepancies in results are partly due to the difficulty of 
anticipating the technical details and pervasiveness of prospective hydrogen-based 
technologies. In addition, significant statistical and structural uncertainties embedded in 
atmospheric science make predictions of this kind a rather difficult enterprise. 
 
v) Summary 
To summarise, regarding safety there is a knowledge gap in that risk assessments hitherto 
have been based on the use of hydrogen as an industrial gas, whereas future hydrogen 
technologies entail a dramatic shift in applications to personal and household uses, about 
which little is yet known. In relation to health issues, the scientific literature is sparse: the 
impact of hydrogen-related technologies is under-researched and yet generally 
represented as benign. The long-term environmental risks associated with hydrogen are 
disputed, but this reflects, amongst other factors, an inherent uncertainty in climate 
change science.  
 
 
Public Awareness of, and Attitudes to other Emergent Technologies 
The uncertainty surrounding risk assessment for hydrogen, especially in the range of new 
applications envisaged, is not unique to this technology. It is typical of other emergent 
technologies. What might studies involving consultation with the public about some of 
these other emergent technologies tell us, that might be of value in studying public risk 
perceptions of hydrogen technology? 
 
i) Carbon Storage and Sequestration 
In a recent study Shackley et al (2004) found investigating public perceptions of CSS 
‘challenging’ precisely because it is a highly technical issue, is remote from most 
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people’s concerns, and is at a very early stage of investigation. Carbon sequestration and 
storage has been proposed as one means of dealing with global warming and climate 
change, through storing carbon dioxide gas in underground (geological) or offshore 
(oceanic) ‘reservoirs’. It has been suggested that carbon dioxide (CO2) could be pumped 
into aquifers or strata previously containing oil/gas. Shackley and colleagues carried out a 
study of public perceptions of CCS by conducting a face-to-face questionnaire survey 
with 212 people (an opportunistic sample at Liverpool airport) and a series of ‘citizen 
panel’ meetings with purposively sampled groups in two cities. These panels were 
initially asked to discuss various aspects of quality of life issues and environmental 
concerns and then were given increasingly more detailed information by experts about 
CCS, and asked to consider alternative options and indicate preferences regarding risks 
and benefits of CCS.  
 
Respondents were  - perhaps unsurprisingly -  unable or unwilling to express an opinion 
about CCS without receiving detailed explanation of why it was being proposed and what 
the possible risks might be .Once more information was provided, then about half of the 
respondents indicated more positive attitudes to CCS. Combining findings from the 
citizen panels and survey work, Shackley et al found that, on first being made aware of 
CCS, most people were opposed to it, or were neither for or against it, or simply replied 
‘Don’t Know’. After more information was supplied, this pattern shifted slightly towards 
more positive attitudes but only in conjunction with comparisons with other methods of 
carbon mitigation (wind, solar, wave, nuclear, energy efficiency). Support for CCS was 
described as ‘moderate or lukewarm’, and that support was also conditional on being 
informed about the reasons for CO2 mitigation. The citizen panels in particular revealed 
that the acceptability of CCS depended on it being part of a wider set of environmental 
and energy policies to combat global warming. Even then, CCS was not preferred when 
compared with improvements from wind, wave, solar and tidal power and other energy 
measures. CCS was, however, supported more strongly than nuclear power (which most 
disliked), and in one panel was seen as a valuable means of moving towards a hydrogen-
energy-based economy. Among the other findings from the panels was public concern 
about the unknown long-term effects of CCS, distrust of industry representatives 
promoting CCS, and mistrust of the media. The panel in one city were more concerned 
about possible safety hazards and risks than the other panel. Uncertainties about risks   
(and effects) of leakages, and the impact of accidents on ecosystems and possible effects 
on human health were raised as issues of concern. Attitudes towards information supplied 
by experts varied, but even among the more sceptical citizens, it was believed that the 
general public would be persuaded by scientific experts. 
 
ii) Genetically Modified Organisms and Food  
The second example of public perceptions of an emergent technology is taken from some 
recent studies of attitudes towards Genetically Modified Organisms and Food (GM). 
There is an extensive literature about this but we have focused on some examples of 
research that has addressed the ways in which people respond to ‘unknown’ technological 
innovations.  
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Grove-White and colleagues (Grove-White et al, 2000) carried out a qualitative study by 
interviewing twenty experts and stakeholders, and undertaking six focus groups with 
members of the public about the introduction of GM crops and food. This was done in the 
context of considerable public debate about GM during the late-1990s in Britain. First, it 
was observed that the professionals and specialists, who were interviewed, saw providing 
information to the public as conveying ‘facts’, not indicating areas of ignorance or 
uncertainty. Experts assumed that ’consumers’ made judgements on the basis of what 
was positively known. Second, the focus groups with members of the public revealed 
‘widespread suspicion’ of GM foods (and the motives of those promoting them) and a 
feeling that they had little influence over these new technologies. However, attitudes did 
vary between technologies – more favourable views were displayed towards Information 
Technology than towards GM, for example. Trust in information about GM supplied by 
business and government officials was limited and conditional.  
 
Members of the public interpreted information in relation to their own experience as 
consumers and their trust in the information source. There was great public concern about 
the uncertainties surrounding the impact of GM, but this was not mirrored in 
expert/specialists’ approach to communication of information. Grove-White and 
colleagues noted a ‘deep cultural dislocation’ between the expert framing of relevant 
knowledge, and typical public perceptions. Whereas the experts tended to ask ‘What are 
the risks?’ (Type 1), the public extended that question to probe ‘What might be the 
unanticipated effects’ (Type 2), and also ‘Who will be responsible? ‘, ‘Can they be 
trusted?’ As Grove-White et al concluded, the public expected greater acknowledgement 
of scientific uncertainty, but: 

‘Again and again, public demands for “the facts” or “fuller information” about 
particular controversial products or processes have been patronised by official 
scientific advisors and spokesmen as misguided pleas for “absolute certainty” that 
“no risks exist”’ 
(Grove-White et al, 2000, 29). 

 
Public attitudes to genetically modified food were one of the five major ‘risks’ studied by 
Poortinga and Pidgeon (2003) using a large-scale nationally-representative (face-to-face 
interview) survey. Within a generally supportive position towards science, 39% of the 
respondents said that people put too much trust in science; 51% thought that scientists 
often try out new things without thinking about the consequences; 67% believed that 
scientists should listen more to what ordinary people think; and 69% replied that there is 
so much conflicting information that it is difficult to know what to believe. Among the 
five risk issues – climate change, radiation from mobile phones, radioactive waste, 
genetic testing and GM food - the least interest was in GM food and radiation from 
mobile phones.  Forty-one percent considered GM food to be of importance. When asked 
which of the five risks posed the most risk to themselves individually (rather than to 
society as a whole) climate change and radioactive waste were seen as posing the greatest 
threat, genetic testing and mobile phone radiation as posing the least, and GM food was 
in the middle. When asked about different dimensions of risk, GM food (and climate 
change) scored most highly in terms of unknown consequences (Type 2). Generally, the 
least trusted sources of information were national government, business and industry, and 
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there was scepticism about the capacity of government to manage and regulate risks. 
Overall, from the survey, it was shown that ‘people appeared to be less concerned about 
GM food than the other risk cases, with perceived risks and benefits compared to the 
other risk cases judged as intermediate’ (Poortinga and Pidgeon, 2003, 54). 
 
Interesting comparisons from that survey can be made with Shaw’s small-scale 
qualitative study of public understandings of GM food (Shaw, 2002). This study 
comprised interviews with 17 purposively sampled ‘experts’ (from the food and 
biotechnology industries, government agencies, academic scientists, public interest 
groups) and interviews with a sample of 32 members of the ‘lay’ public. Generally, there 
was considerable unease among the public about GM food; contrary to the experts’ 
expectations, those members of the public who were most knowledgeable about GM 
were also the most opposed to GM food. From the public interviewees, one dominant 
concern was the complexity and uncertainty of the scientific knowledge, but coinciding 
with a widespread belief that ordinary people had the potential to understand the issues.  
The trustworthiness of experts was also problematic, and this connected with the majority 
opinion that the public lacked personal control over risks, they perceived threats to be 
hidden (due to the unknown nature of genetic changes) and there was mistrust of business 
and government. Some interviewees, noticing conflicting information from different 
scientists, argued that decisions about risks were matters for self-judgement. This study 
again emphasised that the communication of risk in conditions of scientific uncertainty is 
extremely problematic, and argued that the ‘deficit model’ of public understanding is 
inadequate. As Shaw (2002, 279) noted: 

‘Across the array of interviewees, concerns about GM food often centred on the 
perceived uncertainty of “expert” scientific knowledge. A recurring criticism was 
of the short-term perspective held by scientists, industry and government who 
were seen as failing to consider the long-term environmental and health impact of 
genetic modification’. 

 
iii) Nanotechnology 
The third example of an emergent technology to be considered is Nanotechnology, as 
featured in the main findings and commentary from the Royal Society and Royal 
Academy of Engineering report on nanoscience and nanotechnologies (2004). Briefly, 
nanotechnology involves using material at the scale where one nanometre is one-
millionth of a millimetre, and encompasses numerous disciplines and subdisciplines in 
science, engineering and medicine. It is widely believed that the development of 
nanotechnology will revolutionise the production of materials, electronics, biotechnology 
and many other medical and industrial applications. The major concerns have been that 
nanoparticles may have as yet unknown environmental and human health effects. The 
Royal Society/RAE report (2004, 5) noted that research into hazards associated with 
nanoparticles, nanotubes and their pathways is necessary to ‘reduce the uncertainties 
related to their potential impacts on health, safety and the environment’. It also observed 
that public awareness of nanotechnology in Britain is low – in their survey of public 
opinion, only 29% said that they had heard of nanotechnology, and only 19% could offer 
any form of definition. 
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The Royal Society study commissioned a large-scale representative sample survey (face-
to-face interviews were carried out with 1,005 people) and qualitative workshops with 
samples of the public in Birmingham and London (carried out by BMRB) at which 
experts and scientists were introduced to provide information to assist the focus-group 
discussions. In the workshops, public awareness of NT was low, but after participants had 
been given more detailed information, there were some signs of positive interest in, and 
support for, some applications of NT. The technical report (BMRB, 2004) on these 
workshops demonstrated that members of the public were generally positive towards  
new technologies, except that GM food, embryo selection and human cloning were 
viewed negatively.  
 
Even with technologies where there was public support, however, laypeople identified 
negative features. They went through a mental ‘weighing-up’ process, ‘trading-off’ 
positive and negative effects of new technologies. People concluded that no technology 
was intrinsically good or bad:  much depended on the uses to which it was put. Indeed, 
participants in the workshops ‘found it difficult to react to nanotechnology as a concept 
without seeing some of the ways in which it could be used’ (BMRB, 2004, 35). However, 
when provided with information by scientists, respondents found it difficult to react to - 
some found it ‘very confusing and difficult to understand’ (op cit, 33). In general, 
participants strongly favoured control and regulation over the development of NT but 
were unsure how this was to be put into practice. They were nonetheless certain that the 
public should be involved in future regulation: it was expressed that government and 
scientists did not have the right to make decisions about NT without effective public 
consultation. Some argued that, given that scientific knowledge was so advanced and 
scientists disagreed amongst each other, there was insufficient accountability to the 
public (BMRB, 2004, 17). In the main report section on stakeholder and public dialogue, 
it was acknowledged that the public was seeking reassurance over long-term uncertainties 
about the potential impact of NT – and negative comparisons were made by the public 
with nuclear power and genetic modification. Concern was also registered about whom to 
trust among the institutions that might control and regulate NT. The final report 
recommended that public dialogue and a ‘constructive and proactive debate’ about NT 
was necessary ‘at a stage when it can inform key decisions about their development and 
before deeply entrenched or polarised positions appear’ (Royal Society & RAE, 2004, 6) 
 
 
Issues in Public Engagement in New Technologies 
 
i) The shock of the new? 
It is commonly assumed that the newness of emergent  technologies might predispose 
citizens to caution, although there are sufficient examples from the consumer market – 
especially the introduction of mobile telephones– where take-up seems not to have been 
affected by perceived risk. Purcell et al (2000) noted that the novelty of a technology 
influences the cultural shaping of choices about risk. A new process or product may be 
regarded as potentially dangerous but as it becomes embedded in routine behaviour, it 
becomes taken for granted and not perceived as unduly risky (for example the motor car, 
air transport, microwave cookers). Popular choices and acceptance of a technology are 
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mediated by cultural understandings of acceptable risks and benefits. However, as Purcell 
et al argue, the ‘menu of choice’ available to citizens/consumers is usually – and 
predominantly  - constructed by experts, scientists, industries and governments.  
 
Special difficulties emerge when scientific discovery and technological innovation deals 
with materials or processes which were previously unknown – such as Carbon 
sequestration, GM, nanotechnologies  or Hydrogen energy applications. Lidskog (2000) 
has argued cogently that environmental problems and risks are becoming more complex 
as well as more diffuse and remote from people’s comprehension. It is not merely 
unfamiliarity but indeterminacy that creates difficulties for public awareness and 
acceptability. As Lidskog  (2000, 203) suggests, if risks are incomprehensible to non-
experts and are ‘only made visible and understandable through researchers’ assessments 
and scenarios, then laypeople will have nothing to add to the process of knowledge 
production concerning those risks’. Evidently, risk assessments comprise conjectures, and 
where there is no direct personal experience of them, people’s judgements are highly 
contingent and problematic.   
 
Probably the most acute difficulties arise in contexts where public acceptability of 
controversial technologies is in dispute. Wolfe et al (2002) have analysed a case of  
controversial technology - hazardous waste remediation using genetically engineered 
micro-organisms. They point out that mere information provision (or technical risk 
assessment) is insufficient to gain public acceptability. They stress that public 
participation on this issue necessitated addressing questions of legitimacy (who were the 
legitimate participants in a debate), representation (the degree of representativeness of 
appropriate and affected groups), exclusion (whether certain interests or groups were 
excluded from consultation), and power and authority. Wolfe et al also distinguished 
between technological feasibility and social acceptability: a technology can be feasible 
and meet some expert assessments of risk thresholds, but will nevertheless be 
unacceptable socially. They further emphasise that social acceptability is a continuum and 
one that is subject to change. Predictability and certainty and greater familiarity with the 
technology might increase the likelihood and willingness of the public to negotiate 
acceptability of controversial technologies. However, Wolfe et al propose that the means 
to engage the public in such negotiation is through a deliberative process of dialogue 
between experts and laypeople. 
 
ii) The issue of ‘upstream’ consultation 
This requirement to move beyond conventional, limited, forms of public consultation – 
simply providing information or options for the public to approve -  has gradually 
become more widely endorsed. Renn (1998) argued forcefully for a ‘deliberative’ risk 
management process in which experts, managers and members of the public could 
participate fully. He noted that risk management involves reducing risks to levels 
regarded as tolerable by the public to assure control and monitoring. But as risk refers to 
the potential for real consequences, it is both socially constructed and also a 
representation of reality. This ‘dual’ nature of risk, Renn argued, demands a dual strategy 
for risk management. The magnitude of risks must reflect technical expertise in 
assessments, but public concerns and values influence the topics for which risk 
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assessments are deemed desirable and the degree to which those assessments are 
accepted. To identify public values and integrate them in decision-making about risk 
management, Renn strongly advocated a communication process based on intensive 
dialogue and ‘mutual social learning’ or ‘co-operative discourse’ between members of 
the public, the scientific community and risk managers. 
 
Similar proposals have been made in Britain in the aftermath of the public consultation 
about GM food. Grove-White and colleagues (2000) identified the need to move from a 
deficit-model of public understanding of science and simplistic notions of communicating 
factual information to more sophisticated approaches to ‘interactive understanding’. This 
was seen to be most important because of ‘the immediate practical need … to incorporate 
more socially sensitive antennae into the very processes of technological innovation 
before irrevocable commitments are made’ (op cit, 39). Horlick-Jones and colleagues 
(2004) took this further in their evaluation of the ‘GM Nation’ public consultation 
exercise in the UK. They observed the widespread cynicism among the general public 
and those who actively participated in the consultation about whether their views would 
have any influence on government policy. Horlick-Jones et al commented on the fact that 
the official organisers of the debate found it difficult to secure a ‘balance’ between 
objective factual knowledge and value-based ethical or political views. Horlick-Jones et 
al argued that this ‘problem’ reflected a failure to appreciate that decision-making on risk 
and risk management is neither wholly technical, nor social, nor political, but combines 
all of these. Accordingly they recommended more ‘deliberative’ processes of public 
engagement. In particular, where there were issues which were completely new and still 
‘raw’ in evidence (for example nanotechnology) deliberative juries were more 
appropriate, so that citizens could question a range of different experts, and mutual 
learning could occur. 
 
Many other commentators have championed a new model of promoting public 
engagement in technological innovation, and securing better public engagement, which 
broadens the scope of the discussion and involves the public at the earliest possible stage 
of development. Hunt et al (2003) examined mechanisms for developing transparency 
and greater public participation in Radioactive Waste Management (RWM). They 
reported on various experimental dialogue processes involving ‘communicative 
interaction’ between official stakeholder and the lay public. They concluded that it was 
essential to integrate ethical and social considerations in the decision-making. They 
rejected the conventional ‘top-down’ approach of merely informing or re-assuring the 
public. Instead they argued that early or ‘front-end ‘consultation is necessary, using 
deliberative processes, and that this ‘upstream’ process was more likely to lead to wider 
public acceptability of risky technology. The term ‘upstream’, Hunt et al (2003, 6) note: 
‘designates the idea of conducting participatory consultation early and before the” waters 
have been muddied” by institutional commitments to particular course of action’. They 
found from dialogue workshops that laypeople consistently demonstrated a wish to step 
back from the immediate technical questions about RWM, in order to ‘frame’ those 
within much broader debates about ethical, environmental and social contexts. 
Broadening the frame was a pre-requisite for addressing specific questions. Any specific 
risk was interpreted in relation to other knowledge and understanding of current concerns 
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– for example BSE, rail safety, terrorist threats. If officials and experts wish to know 
what people think about a technology and its risks, Hunt et al argue, then they can neither 
assume public ignorance nor disregard these other contextual issues. 
 
In a similar vein, the Royal Society & Royal Academy of Engineering (2004) report on 
nanoscience and nanotechnologies approves of the ‘upstream’ dialogue and deliberation 
model to enhance public understanding and acceptance of new technology. The report 
recommended that dialogue and engagement should occur early, ‘before critical decisions 
about the technology become irreversible or “locked in”’ (op cit, 65). Clarity about the 
objectives of the deliberation was also necessary, together with commitment from the 
sponsor and key stakeholders to take account of the results of the dialogue. A more 
elaborated and general endorsement of upstream engagement has also come from the 
independent think tank ‘Demos’ (Wilsdon and Willis, 2004) in their discussion of ‘see-
through science’. Their focus is on making science and technology debates truly 
transparent, scrutinising the assumptions and values that underpin technological 
innovation. Developing ideas associated with Brian Wynne and others in the Lancaster 
group, Wilsdon and Willis stress the necessity of upstream involvement of laypeople. The 
upstream questions which citizens are likely to insist on asking include: 

‘Why this technology? Why not another? Who needs it? Who is controlling it? 
Who benefits from it? Can they be trusted? What will it mean for me and my 
family? Will it improve the environment?’ (Wilsdon and Willis, 2004, 28). 
 

They point out that conventionally, when introducing a new technology, policy-makers 
avoid or omit questions about whether it is seen as desirable, or what priorities or goals 
the technology is directed at, and skip to ‘the next layer of questions about how to deal 
with the risks, benefits and consequences of its exploitation’ (ibid, 30). Particularly for 
new innovations, attempts to engage the public in dialogue tend to occur (if they occur at 
all) long after the major business decisions have been made. The ‘Demos’ report authors  
reject this approach in favour of a deliberative and upstream model. Decisions about 
technology and its social acceptability are inherently political, and entail interactions and 
intermediation between different (sometimes conflicting) interests and values. 
Consequently, Wilsdon and Willis argue, public engagement is not just about ‘informing’ 
people about new technology and policy, or risk assessments, but must involve them in 
shaping the substantive decisions. 
 
iii) Summary 
Thus we can see that when considering the links between risk assessment and risk 
perception in emergent or new technologies, several factors stand out. First, the evidence 
from studies of public consultation over Carbon Sequestration suggests that generally 
people had little or no knowledge of CCS, but on receiving more information, there was 
only a low level of support, and this was conditional upon contextualising the risk 
perceptions relative to other environmental issues and policies. In the case of GM food, 
again the predominant finding was public caution and suspicion of GM and its long-term 
effects; the trustworthiness of experts, business and government was also problematic. 
Regarding nanoscience and nanotechnologies, there is a very low level of public 
awareness; where there was limited support, it was based on ‘trade-offs’ of other choices, 
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and citizens demanded more detail about specific applications and uses in order to judge 
its benefits and risks. 
 
Conclusion 
 
Public awareness of hydrogen energy and a potential hydrogen economy is yet to be 
investigated systematically. For communicating information about these issues to the lay 
public or engaging the public in dialogue, the (Type 1) risk assessment evidence is 
somewhat inconclusive; there is only early-stage provisional planning for Type 2 risks 
that involve the unexpected; and there is room for concern that perceived Type 3 risk – 
the sense of assured threat from a combustible and explosive gas - may be amplified, 
should a serious accident involving hydrogen occur as current niche development is 
rolled out to the consumer market .  
 
As we have seen from other emergent technologies such as CCS, GM and NT, the 
uncertainties of science are perceived in varying ways. Different stakeholders and 
different publics may focus on the different types of risk. Even attempting to move public 
consultation further ‘upstream’ does not avoid this, as the framing of risks and benefits is 
necessarily embedded in a cultural and ideological context, and is subject to change as 
experience of the emergent technology unfolds. 
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