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Abstract—Continuous Authentication (CA) consists of monitoring and checking repeatedly and unobtrusively user behavior during a computing session in order to discriminate between legitimate and impostor behaviors. Stylometry analysis, which consists of checking whether a target document was written or not by a specific individual, could potentially be used for CA. In this work, we adapt existing stylometric features and develop a new authorship verification model applicable for continuous authentication. We use existing lexical, syntactic, and application specific features, and propose new features based on n-gram analysis. We start initially with a large features set, and identify a reduced number of user-specific features by computing the information gain. In addition, our approach includes a strategy to circumvent issues regarding unbalanced dataset which is an inherent problem in stylometry analysis. We use Support Vector Machine (SVM) for classification. Experimental evaluation based on the Enron email dataset involving 76 authors yields very promising results consisting of an Equal Error Rate (EER) of 12.42% for message blocks of 500 characters.
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I. INTRODUCTION

Continuous authentication (CA) has emerged in the last decade as a mechanism to address the threats posed by masqueraders and session hijackers. CA consists of testing the authenticity of the user repeatedly and unobtrusively throughout the authenticated session as data become available. It has been shown in previous works that behavioral biometrics such as mouse dynamics biometric and keystroke dynamics biometric are good candidates for CA because data can be collected passively using standard computing devices (e.g. mouse and keyboard) throughout a session without any knowledge of the user [1]. We believe that stylometry analysis can achieve the same purpose. Stylometry analysis consists of identifying individual users based on their writing styles, and has so far been studied primarily for the purpose of forensic authorship analysis. Forensic authorship analysis consists of inferring the authorship of a document by extracting and analyzing the writing styles or stylometric features from the document content. Authorship analysis of physical and electronic documents has generated a significant amount of interest over the years and led to a rich body of research literature [2]–[5]. Authorship analysis can be carried out from three different perspectives, including, authorship attribution or identification, authorship verification, and authorship profiling or characterization. Authorship attribution consists of determining the most likely author of a target document among a list of known individuals. Authorship verification consists of checking whether a target document was written or not by a specific individual. Authorship profiling or characterization consists of determining the characteristics (e.g. gender, age, and race) of the author of an anonymous document.

While forensics authorship identification using stylometry has been widely studied, authentication using that modality is still in its infancy. Our goal in this work is to apply authorship analysis technique for continuous user authentication, which is closely related to the problem of forensic authorship verification. Similar to forensic authorship verification, authentication consists of comparing sample writing of an individual against the model or profile associated with the identity claimed by that individual at login time (i.e. 1-to-1 identity matching).

One of the key research challenges faced by continuous authentication approaches, regardless of the data source, is that their accuracy tends to degrade significantly as the amount of data involved in the authentication decreases. However, shorter authentication delay (i.e. smaller data sample) is essential to reduce the window of vulnerability of the system. Therefore, for a continuous authentication scheme to be meaningful it is essential to develop analytical models that will achieve high accuracy while maintaining acceptable authentication delays. We view our proposed approach as a step toward achieving a robust framework for continuous user authentication. Likewise, while some important contributions are made toward achieving our ultimate goal, some open challenges remain that we discuss toward the end of the paper and intend to address in the future.

We evaluate experimentally our approach using the Enron emails dataset and compute the following performance metrics:

- False Acceptance Rate (FAR): measures the likelihood that the system will fail to recognize the genuine person;
some concluding remarks. Our experimental evaluation by describing the underlying methodology and discussing the obtained results. Section III introduces our proposed approach. Section IV presents verification using stylometry.

The rest of the paper is structured as follows. Section II summarizes and discusses related works. Section III introduces our proposed approach. Section IV presents our experimental evaluation by describing the underlying methodology and discussing the obtained results. Section V discusses the strengths and shortcomings of our approach and outlines the ground for future works. Section VI makes some concluding remarks.

II. RELATED WORK

The writing style is an unconscious habit, which varies from one author to another in the way he/she uses words and grammar to express an idea. The patterns of vocabulary and grammar could be a reliable indicator of the authorship. The linguistic characteristics used to identify the author of a text is referred to as stylometry [6], [7]. Although the writing style may change a bit with time [8], each author has a unique stylistic tendency. A large number of studies have used stylometric techniques not only for authorship identification, but also for authorship verification and authorship characterization. Some of the previous studies in authorship identification investigated ways to identify patterns of terrorist communications [9], the author of a particular e-mail for computer forensic purposes [10]–[12], as well as how to collect digital evidence for investigations [13] or to solve a disputed literary, historical [14], or musical authorship [15]–[17]. Work on authorship characterization has targeted primarily gender attribution [18]–[20] and the classification of the author education level [21].

User identity verification is a central aspect of user authentication, however, according to Koppel et al., “using stylometry verification is significantly more difficult than basic attribution and virtually no work has been done on it, outside the framework of plagiarism detection” [4]. Most previous works on authorship verification focus on general text documents. However, authorship verification for online documents can play a critical role in various criminal cases such as blackmailing and terrorist activities, to name a few. To our knowledge, only a handful of studies have been done on authorship verification for online documents. Authorship verification of online documents is difficult because of their relatively short lengths and also because these documents are quite poorly structured or written (as opposed to literary works).

Among the few studies available on authorship verification, are works by Koppel et al. [4], Iqbal et al. [11], Canales et al. [3], and Brocardo et al. [22].

Koppel et al. proposed an authorship verification method named “unmasking” where an attempt is made to quantify the dissimilarity between the sample document produced by the suspect and that of other users (i.e. imposters) [4]. The experimental evaluation, however, shows that the proposed approach can provide trustable results only for documents of at least 5000 words long, which is not realistic in the case of online verification.

Iqbal et al. studied email authorship verification by extracting 292 different features and analyzing these features using different classification and regression algorithms [11]. Experimental evaluation of the proposed approach using the Enron e-mail corpus yielded EER ranging from 17.1% to 22.4%.

Canales et al. extracted keystroke dynamics and stylistic features from sample exam documents for the purpose of authenticating online test takers [3]. The extracted features consisting of timing features for keystroke and 82 stylistic features were analyzed using a K-Nearest neighbor (KNN) classifier. Experimental evaluation involving 40 students with sample document size between 1710 to 70,300 characters yielded (FRR=20.25%, FAR=4.18%) and (FRR=93.46%, FRR=4.84%) when using separately keystroke and stylometry, respectively. The combination of both types of features yielded EER=30%.

Brocardo et al. investigated the possibility of using stylometry for authorship verification for short online messages [22]. The technique was based on a combination of supervised learning and n-gram analysis. The evaluation used real-life dataset from Enron, where the e-mails were combined to produce a single long message per individual, and then divided into smaller blocks used for authorship verification. The experimental evaluation yielded an EER 14.35% for 87 users for message blocks of 500 characters. The current work built on the previous model by extending significantly the feature set and using Support Vector Machine (SVM) for classification, yielding improved verification accuracy.

III. PROPOSED APPROACH

In this section, we present our approach by discussing feature selection and describing in detail our classification model. In a general overview of our approach, we decompose an online document into consecutive blocks of short texts over which (continuous) authentication decisions happen. We extract lexical, syntactic, and application specific features. In addition, we compute new features based on n-gram analysis [22], and use information gain technique for feature selection. In order to balance the dataset, we define a weight for the instances based on the proportion of positive and negative training samples. Finally, we use SVM for classification.
A. Initial Features

Stylometry consists of the quantification of the writing style characteristics or style markers of a document in order to create a writeprint that represents the style of its author. As shown in Figure 1, in this study we selected our set of features by combining lexical character frequency (50 features), lexical character n-gram (16 features), lexical word (25 features), syntactic (251 features) and application specific features (7 features).

Lexical features are related to the words or vocabulary of a language. Lexical analysis consists of breaking a text into a single atomic unit of language called token. A token can be a word or a character [23]. While earlier studies used a set of 100 frequent words to determine the author of a document [24], recent studies have used more than 1000 frequently used words to represent the style of an author [25]. However, lexical features encompass not only the frequency of characters or words found in a text but also vocabulary richness, sentence/line length, word length distribution, n-grams and lexical errors [3], [26].

Some lexical features measure the frequency of characters, which include letters (uppercase and lowercase), digits, and special characters (e.g. '@', '#', '$', '%', '(', ')', '{', '}', etc.). Other lexical features are obtained by extracting n-grams from a text. N-grams are tokens formed by a contiguous sequence of n items. The most frequent n-grams constitute the most important feature for stylistic purposes. Importantly, n-grams are noise tolerant since their representation is not affected dramatically by factors such as misspelling [26].

Vocabulary richness measures the diversity of vocabulary in a text by quantifying the total number of unique vocabulary, the number of hapax legomenon (i.e., a word which occurs only once in a text) and the number of hapax dis legomenon (e.g., dis legomenon or tris legomenon, referring to double or triple occurrences). This metric is computed by dividing the total number of unique vocabulary (hapax legomenon or dis legomenon) by the total number of tokens (each token is a word).

Syntactic features can be divided into average of punctuation and part-of-speech (POS). Syntactic pattern is an unconscious characteristic and it is considered to be more reliable than lexical information [27]. Punctuation is an important rule to define boundaries and identify meaning (quotation, exclamation, etc.) by splitting a paragraph into sentences and each sentence into various tokens. However, it is not sufficient to analyze only the punctuation of a document, as certain words such as 'Ph.D.' or 'uvic.ca' include punctuation characters too. Therefore, it is necessary to format the text before analyzing it.

Application specific features can easily be extracted from documents by analyzing structural and content-specific characteristics [28]–[31]. Structural characteristics are related to the organization and format of a text and are usually more flexible in online documents such as e-mail. These features can be categorized at the message-level, paragraph-level or according to the technical structure of the document [2].

<table>
<thead>
<tr>
<th>Features</th>
<th>Characteristics</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
<td>Number of characters (C)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Number of lower character/C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Number of upper characters/C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Number of white-space characters/C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Total number of vowels (V)/C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Vowels (a, e, i, o, u) / V</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Alphabets (A-Z) / C</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Number of special characters (S) /C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Special Characters (%,#, etc.) / S</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Character 5 and 6-grams (Ru and Decision)</td>
<td>16</td>
</tr>
</tbody>
</table>

**Figure 1.** List of stylometry features used in our work.

B. N-gram Model

Our classification model consists of a collection of profiles generated separately for individual users. Our proposed system operates in two modes: enrollment and verification. The enrollment process uses sample data to compute the behavioral profile of the user. Each sample is an instance composed by a label and a set of features.

The feature extraction is performed in two steps. During the first step, the frequency and average of lexical, syntactic and application specific features are computed. In the second step, we calculate the character n-grams.

The n-gram calculation is adapted from our previous work [22], where we reduced the number of n-grams features to one feature. Our method differs from our previous work as we calculate not only all unique n-grams, but also all n-grams with frequency equal or higher than some number f.
Given a user $U$, we divide her training data into two subsets, denoted $T(f)_1^U$ and $T(f)_2^U$. Let $N(T(f)_1^U)$ denote the set of all unique n-grams occurring in $T(f)_1^U$ with frequency $f$.

Let $m$ denote a binary variable (i.e., $m \in \{1, 0\}$) that represents the mode of calculation of the n-grams.

Given a block $b$, let $N_m(b)$ denote the following:

- the set of all unique n-grams occurring in $b$, if $m = 0$
- the set of all n-grams occurring in $b$, otherwise.

We define the similarity $r_U(b)$ between a sample data block $b$ and the profile of user $U$, where the similarity varies between 0 and 1, as the percentage of unique n-grams shared by block $b$ and training set $T(f)_1^U$, giving:

$$r_U(b) = \frac{|N_m(b) \cap N(T(f)_1^U)|}{|N_m(b)|}$$

(1)

We also define a binary similarity metric, denoted $d_U(b)$ and referred to as decision, which captures the closeness of a block $b$ to the profile of user $U$, as follows:

$$d_U(b) = \begin{cases} 1 & \text{if } |r_U(b)| \geq \epsilon_U \\ 0 & \text{otherwise} \end{cases}$$

(2)

where $\epsilon_U$ is a user-specific threshold derived from the training data.

We derive the value of $\epsilon_U$ for user $U$ using a supervised learning technique outlined by Algorithm 1. Given a user $U$, we divide the training subset $T(f)_2^U$ into $p$ blocks of characters of equal size: $b(m)_1^U, ..., b(m)_p^U$. Our model approximates the actual (but unknown) distribution of the ratios $(r_U(b_1^U), ..., r_U(b_p^U))$ (extracted from $T(f)_2^U$) by computing the sample mean denoted $\mu_U$; and the sample variance $\sigma_U^2$ during the training. In the algorithm, the threshold is initialized (i.e., $\epsilon_U = \mu_U - (\sigma_U/2)$), and then varied incrementally by minimizing the difference between FAR and FRR values for the user, the goal being to obtain an operating point that is as close as possible to the EER.

For each test block $b$, we derive 2 new features corresponding to $r_U(b)$ and $d_U(b)$. In this study, we consider only 5-grams and 6-grams, and cover two different values for the frequency $f$ (i.e., $f = 1$ and $f = 2$) and for the mode of calculation of the n-grams (i.e., $m = 0$ and $m = 1$). Therefore, the number of new features created from the above n-gram model is 2 (for $f = 1$) x 2 (for $m = 0$) x 2 (for n-gram types) x 2 (for $r_U$ and $d_U$) = 16.

C. Features Selection

Continuous authentication occurs by performing authentication decisions repetitively over consecutive blocks of data captured during a session. For each block of text, we extract all features represented as a vector of features values. Our next step is to normalize the feature values to range between 0 and 1. Since, most of the candidate features values fall in the above range, normalization is applied only for the features that have absolute values, which are the “total number of characters”, the “total number of words”, the “average number of words per sentence”, and the “average word size”. We normalize these features using maximum normalization scheme, in which case a given feature value will be replaced by its ratio with the maximum value for the same feature over the training set.

Analyzing a large number of features does not necessarily provide the best results, as some features provide very little or no predictive information. Being able to keep only the most discriminating features individually per user allows reducing the data size by removing irrelevant attributes and improve the processing time for training and classification. This can be achieved by applying feature selection measures, which allows finding a minimum set of features that represent the original distribution obtained using all the features.

Although features selection by an expert is commonly used, it is complex and sometime inefficient because it is easy to select irrelevant attributes while omitting important attributes. Other method that could be applied is an exhaustive search. Such brute-force feature selection method could evaluate all possible feature combinations, but it is time consuming and impractical. A probabilistic approach is an alternative for speeding up the processing time and selecting optimal subset of features.

In order to evaluate the worth of an attribute with the highest discrimination, we apply in this work a ranking
strategy based on the information gain. Prior to computing the information gain, it is necessary to discretize the numeric feature values into binary values (0 and 1). The discretization process consists of finding a cut-point or split-point that divides the range into two intervals, one interval being less or equal than the cut-point while the other is greater [32]. We use the entropy-based discretization method proposed by Fayyad and Irani [33], which is a supervised discretization method and has been known to achieve some of the best performances in the literature.

After discretizing the features, we calculate the information gain for each of them by computing their entropy with respect to the training sample.

Let \( T \) be a set of training samples \((y_j, x_1, ..., x_n)\), where \( y_j \) is the corresponding class label \((y_j = 1\) for genuine sample; \( y_j = -1\) for impostor sample\), and \( x = (x_1, ..., x_n) \) is a feature vector. The information gain \( IG(T, x_i) \) for a given feature \( x_i \) measures the expected reduction in entropy computed by the following equation:

\[
IG(T, x_i) = H(T) - H(T|x_i) \quad (4)
\]

\( H(T) \) denotes the information entropy, which is a measure of the uncertainty in a random variable as given by:

\[
H(T) = - \sum_{j=1}^{n} p(y_j, x) \log_2 p(y_j, x) \quad (5)
\]

where \( p(y_j, x) \) denote the probability mass function for the fraction in \( x \) having class \( y_j \).

\( H(T|x_i) \) represents the information entropy given a feature \( x_i \) and it is calculated by the following formula:

\[
H(T|x_i) = \sum_{v \in \text{values}(x_i)} \frac{|T_{x_i}(v)|}{|T|} \times H(T_{x_i}(v)) \quad (6)
\]

For the purpose of feature selection, we retain only features with non-zero information gain. As a result using sample data, the number of features is reduced from 349 to 50 on average.

D. SVM Classifier

We use SVM for classification. SVM is a supervised learning method used for classification and regression analysis that performs a non-probabilistic binary linear classification [34]. SVM is based on the idea of mapping the original finite-dimensional space \( X \) into a much higher-dimensional space \( F \). SVM constructs a hyperplane separating points of the two classes and finds a dividing straight line (optimal hyperplane). The decision boundary is the maximum-margin hyperplane or the largest minimum distance to the training examples, as illustrated in Figure 2. The hyperplane can be modeled using only the samples on the margin, called the support vectors, and training an SVM consists of identifying the support vectors within the training samples.

Assume that \( s_i \in X \) are the support vectors, each associated with a class label \( y_j \in \{+1, -1\} \) (for positive and negative examples, respectively). Given an unlabeled sample \( x \in X \), classification consists of predicting the corresponding label \( y_j \). This is performed using a decision function as follows.

\[
f(x) = \sum_{i} y_i \alpha_i K(x, s_i) + b \quad (7)
\]

Where \( \alpha_i \) are Lagrangian multipliers, and \( K \) is a kernel function that measures the similarity or distance between the unlabeled sample \( x \) and the support vector \( s_i \). The kernel function \( K(x, s_i) \) maps the sample space \( X \) into a high-dimensional feature space \( F \). Examples of kernel functions include linear, polynomial, Gaussian, and hyperbolic tangent [34].

IV. EXPERIMENTAL EVALUATION

A. Dataset and Data Preprocessing

In order to validate our system, we performed experiments on a real-life dataset from Enron e-mail corpus\(^2\). Enron was an energy company (located in Houston, Texas) that was bankrupt in 2001 due to white collar fraud. The e-mails of Enron’s employees were made public by the Federal Energy Regulatory Commission during the fraud investigation. The e-mail dataset contains more than 200 thousands messages from about 150 users. The average number of words per e-mail is 200. The e-mails are plain texts and cover various topics ranging from business communications to technical reports and personal chats.

In order to obtain the same structural data and improve classification accuracy, we performed several preprocessing steps to the data as follows:

\(^2\)available at http://www.cs.cmu.edu/~enron/
B. Evaluation Method and Results

We implemented our framework in Java and utilized the WEKA (Waikato Environment for Knowledge Analysis)\(^3\) machine learning framework and libraries for our classification algorithms [35]. We used a SVM learner called Sequential Minimal Optimization (SMO) in WEKA [36]. We tried linear and Gaussian kernels on sample data, but we did not get good results when compared to polynomial. Using sample data with a polynomial kernel, we explored different configurations, and obtained the best results by setting the degree of the polynomial kernel to one.

The testing was conducted with a block size of 500\(^4\) characters on average and 50 blocks or instances per user, since this configuration showed the best results in our previous work.

To evaluate the accuracy of the proposed approach, we performed a 10-fold cross-validation test. We randomly sorted the dataset, and allocated in each (validation) round 90\% of the dataset for training and the remaining 10\% for testing. For each user \(U\), we computed a corresponding profile by using their training data and training data from other users considered as impostors.

After the preprocessing phase, the dataset was reduced from 150 authors to 76 authors to ensure that only users with 50 instances and 500 characters per instance were involved in our analysis.

Each individual user profile was built using 45 positive instances and 3375 (\(= 75 \times 45\)) negative instances. The remaining instances consisting of 5 positive instances and 375 (\(= 75 \times 5\)) negative instances were used for testing. The test was repeated 76 times by considering each time one of the users in our experiment as a legal user while the remaining users were considered as impostors.

We computed the FRR for user \(U\) by comparing each of the instances from her test data against her profile. A false acceptance (FA) is counted when the system rejects one of these instances. The FAR is computed by comparing each of the test instances from the other users (i.e. the impostors) against the profile of user \(U\). A false rejection (FR) is counted when the system rejects one of the users in our experiment as a legal user while the remaining users were considered as impostors.

We computed the FRR for user \(U\) by comparing each of the instances from her test data against her profile. A false acceptance (FA) is counted when the system rejects one of these instances. The FAR is computed by comparing each of the test instances from the other users (i.e. the impostors) against the profile of user \(U\). A false rejection (FR) is counted when the system rejects one of the users in our experiment as a legal user while the remaining users were considered as impostors.

Figure 3 shows the receiver operating characteristic (ROC) curve for the experiment. The curve shows the relation between the FAR and FRR when varying the weight assigned to the negative samples denoted \(weight(P)\) from 0 to 100. The optimal performance achieved by our system was obtained when setting the \(weight(P)\) limit to 10, with a FAR of 12.49\% and a FRR of 12.34\%. The equal error rate (EER) was calculated as 12.42\%.

V. Discussions

Despite significant progress in identifying an author among a few candidates (e.g. 3 to 10), it is still challenging to identify an author when we have a large number of candidates or when the text is short like an e-mail or an online message (e.g. in twitter messages). Most of the previous work on stylometry have included a combination of lexical, semantic, syntactic, and application-specific features, which means if 500 characters corresponds exactly to the middle of a word, then the block will have 500 characters plus the rest of the characters involved in the complete word.

---

\(^3\)available at http://weka.wikispaces.com

\(^4\)The block size starts after punctuation and ends with an entire word, which means if 500 characters corresponds exactly to the middle of a word, then the block will have 500 characters plus the rest of the characters involved in the complete word.

\(^5\)include A..Z, a..z, 0..9, punctuation, white space, special characters
but there is no consensus among researchers regarding what is the best set of features. Stylometry is considered a behavioral biometric and although many studies have employed stylometric techniques for authorship attribution and characterization, fewer studies have focused on verification, and to our knowledge there is no study on using stylometry for continuous authentication.

The work presented in this paper is a step toward implementing continuous authentication using stylometry. Three key challenges must be addressed in order to fully reach that objective:

1) High accuracy;
2) Low authentication delay;
3) Ability to withstand forgery.

The results achieved in this work are very encouraging and better than those obtained so far by similar work in the literature in terms of verification accuracy. Table I summarizes the performances, block sizes, and population sizes of previous stylometry studies.

Some studies provide the block size in number of words and other in number of characters. According to Sanderson and Guenter the average word length is about 5.6 characters. The accuracy tends to degrade when the block size becomes smaller [5]. [22]. Smaller block size means shorter authentication delay, which is important for CA.

As illustrated by Table I, an important limitation of many previous stylometry studies is that their performances were computed using only classification accuracy which covers only one side of the story. Classification accuracy actually corresponds to the true match rate (TMR) and allows deriving only one type of error, namely, $FAR = 1 - \text{Classification Accuracy}$. Nothing is said about FRR in these studies, which makes it difficult to judge their real strength in terms of accuracy. As shown by Table I, only few studies have provided both types of errors, among which our work can be considered as the strongest in terms of sample population size, block size, and accuracy.

When comparing this research with our previous work [22], the sample population size decreased from 87 to 76 because we are applying new filters in order to have the same canonical form. By expanding our feature set beyond $n$-grams, we obtain an improvement of the verification accuracy. Our proposed approach achieves EER of 12.42% which is better compared to the accuracy obtained using similar techniques in the literature and in our previous work [22].

Although the accuracy of the authentication mechanism is an important performance metric in CA, the authentication delay plays an important role as well, since it is a measure of the window of vulnerability of the system. However, attempting to reduce at the same time the authentication delay and the verification error rates is a difficult task in the sense that these attributes are loosely related to each other. A quicker authentication decision may lead to increased identity verification error rates, and vice-versa.

In continuous authentication, the authentication delay is related to the block size. However, existing stylometry analysis approaches use overwhelmingly large documents sizes for identity verification, varying from several hundreds to several thousands words. We investigated in this work a block size of 500 characters, which represents significantly shorter messages compared to the messages used so far in the literature for identity verification.

Sanderson and Guenter achieved similar results using block size of 500 characters, although with a relatively smaller dataset (i.e. 50 users) [5]. However, it is important to mention that their dataset consisted of newspapers articles, which are known to be well structured compared to e-mail messages.

Another important issue that we need to address to achieve a robust CA system is to assess and strengthen the approach against forgeries. Stylometry analysis can be the target of automated attacks, also referred to as generative attacks, where high quality forgeries can be generated automatically using a small set of genuine samples [37]. An adversary having access to writing samples of a user may be able to effectively reproduce many of the existing stylometric features. It is essential to integrate specific mechanisms in the authentication system that would mitigate forgery attacks. Furthermore, our evaluation methodology and dataset must be upgraded by generating and incorporating forgery samples. We intend to tackle these issues in our future work.

VI. CONCLUSION

We have presented in this paper a new framework for continuous authentication using stylometry analysis. Our feature set consists in the first place of existing lexical, syntactic, and application specific features. In addition, we derived 16 new features through $n$-gram analysis. In order
Table I
COMPARATIVE PERFORMANCES, BLOCK SIZES AND, POPULATION SIZES FOR STYLOMETRY STUDIES.

<table>
<thead>
<tr>
<th>Category</th>
<th>Ref.</th>
<th>Sample Population Size</th>
<th>Block Size</th>
<th>Number of Features</th>
<th>Technique</th>
<th>Accuracy* (%)</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribution</td>
<td>[2]</td>
<td>100 **</td>
<td>277 words</td>
<td>L(25065), Sy(2766), A(128)</td>
<td>Karhunen-Loeve (K-L) - (Principal Component Analysis)</td>
<td>83.10</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[13]</td>
<td>10</td>
<td>200 words</td>
<td>L(11), Sy(10)</td>
<td>Discriminant Function Analysis (DFA)</td>
<td>95.70</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[38]</td>
<td>2 - 4</td>
<td>60,000 words</td>
<td>Se (many)</td>
<td>Synonym-based features through statistical classification</td>
<td>93.8 - 97.8</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[39]</td>
<td>3</td>
<td>20 sentences</td>
<td>L(28820), Sy(4117), Se(1896)</td>
<td>SVM*** and C4.5 (Decision Tree)</td>
<td>89.83</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[25]</td>
<td>87</td>
<td>287 words</td>
<td>L(82), Sy(111), A(26)</td>
<td>Expectation Maximization (EM), k-means, and bisecting k-means***</td>
<td>80 - 90</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[12]</td>
<td>4 - 20 **</td>
<td>300 words</td>
<td>L(105), Sy(159), Se(10), A(26)</td>
<td>Frequent pattern</td>
<td>69.75 - 88.37</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
<td>6 - 10 **</td>
<td>200 words</td>
<td>Not specify the quantity, but include L, Sy, A</td>
<td>Frequent pattern</td>
<td>67 - 80.5</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[41]</td>
<td>3 - 10 **</td>
<td>200 words</td>
<td>L(82), Sy(111), A(26)</td>
<td>Naïve</td>
<td>42.2 - 95.2</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[6]</td>
<td>20</td>
<td>169 words</td>
<td>L(79), Sy(20)</td>
<td>Hidden Markov Model (HMM)</td>
<td>- -</td>
<td>8.08 - 30.88</td>
</tr>
<tr>
<td></td>
<td>[20]</td>
<td>277</td>
<td>L(25065), Sy(2766), A(128)</td>
<td>Karhunen-Loeve (K-L) - (Principal Component Analysis)</td>
<td>83.10</td>
<td>- -</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>114 **</td>
<td>50 - 200 words</td>
<td>L(130), Sy(402), A(13)</td>
<td>Decision Tree, SVM***</td>
<td>80.08 - 82.20</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[43]</td>
<td>325</td>
<td>50 - 200 words</td>
<td>L(109), Sy(122), A(99)</td>
<td>SVM***</td>
<td>70.20</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[12]</td>
<td>4 - 20 **</td>
<td>300 words</td>
<td>L(105), Sy(159), A(15), Se(23)</td>
<td>Frequent Pattern</td>
<td>39.13% - 60.44%</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td>100</td>
<td>50 - 200 words</td>
<td>L(109), Sy(119), A(5)</td>
<td>k-NN, Naïve Bayesian ***, Patient rule induction method, SVM</td>
<td>39.0 - 99.70</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[18]</td>
<td>10 - 40</td>
<td>450 words</td>
<td>L (several - unigram, bigram, and trigram)</td>
<td>Probabilistic Context-Free Grammar (PCFG)</td>
<td>68.3 - 91.5</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[3]</td>
<td>30</td>
<td>500 characters</td>
<td></td>
<td>SVM</td>
<td>99.01</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[9]</td>
<td>5</td>
<td>76 words</td>
<td>L(97), Sy (262), Se(15), A(62)</td>
<td>SVM***</td>
<td>90.1 - 97</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[31]</td>
<td>25 - 40 **</td>
<td>30 - 50 words</td>
<td>L(40), Sy(176), Se(25), A(9)</td>
<td>SVM***</td>
<td>83.90 - 88.31</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[45]</td>
<td>8</td>
<td>628 - 1542 words</td>
<td>L(100K), Sy(980K)</td>
<td>Weighted Probability Distribution Voting (WPDV)</td>
<td>- -</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[31]</td>
<td>25 - 40 **</td>
<td>30 - 50 words</td>
<td>L(40), Sy(176), Se(25), A(9)</td>
<td>SVM</td>
<td>83.90 - 88.31</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[4]</td>
<td>10</td>
<td>500 words</td>
<td>L(250)</td>
<td>SVM</td>
<td>95.70</td>
<td>- -</td>
</tr>
<tr>
<td></td>
<td>[46]</td>
<td>100</td>
<td>2400 words</td>
<td>L(140)</td>
<td>Linear Discriminant Analysis (LDA)</td>
<td>- -</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>[22]</td>
<td>87 **</td>
<td>500 character</td>
<td>L(6 grams)</td>
<td>Supervised</td>
<td>- -</td>
<td>14.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SVM**</td>
<td>12.42</td>
<td></td>
</tr>
</tbody>
</table>

* The accuracy is measured by the percentage of correctly matched authors in the testing set.
** Used Enron dataset for testing.
*** Best result achieved.
(L) = Lexical, (Sy) = Syntactic, (Se) = Semantic, (A) = Application

VII. ACKNOWLEDGMENTS

This research has been enabled by the use of computing resources provided by WestGrid and Compute/Calcul Canada. The research is funded by a Vanier scholarship from the Natural Sciences and Engineering Research Council of Canada (NSERC) and by a research grant from the National Council for Scientific and Technological Development (CNPq) of Brazil.

REFERENCES


